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We propose and apply a requirements engineering approach that focuses on security and privacy properties

and takes into account various stakeholder interests. The proposed methodology facilitates the integration of
security and privacy by design into the requirements engineering process. Thus, specific, detailed security
and privacy requirements can be implemented from the very beginning of a software project. The method is
applied to an exemplary application scenario in the logistics industry. The approach includes the application
of threat and risk rating methodologies, a technique to derive technical requirements from legal texts, as well
as a matching process to avoid duplication and accumulate all essential requirements.

1 INTRODUCTION

Requirements engineering is a fundamental procedure
in every software development lifecycle. Nowadays,
it is essential to develop software products that con-
sider security and privacy by design from the very
beginning. Therefore, there exists a need for spe-
cific, detailed security and privacy requirements that
also ensure legally compliant software. This is not
holistically considered by classical requirements en-
gineering techniques. Therefore, we developed an ap-
proach that provides a structured way to identify re-
quirements from various stakeholders, match related
requirements to avoid duplication and track require-
ments for compliance assertion.

Certifications like /SO 27001 or Common Criteria
(CC) are required by customers more often such that
vendors of software products have to consider getting
their products or organization certified. According to
Art. 24(3) of the General Data Protection Regulation
(GDPR), compliance with a code of conduct or cer-
tification may be used to prove lawfulness to certain
articles of the GDPR. Thus, it is interesting to find the
delta between requirements from the various stake-
holders and accumulate all necessary requirements in
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the very beginning of the software project.

The proposed approach assembles requirements
that emerge from various stakeholders, e.g., vendor,
customer, government, as well as requirements from
an aspired CC evaluation (by evaluating CC security
functional requirements (SFRs) that are described in
CC Part 2 (Common Criteria, 2017)). We apply the
methodology to a practical scenario in the logistics
industry. As a result, we present a list of detailed re-
quirements that — once implemented — make the ex-
emplary software product compliant with the GDPR
and partially prepared for a CC evaluation.

The remainder of this paper is structured as fol-
lows. Section 2 provides an overview of related re-
search. Then, the application scenario and methodol-
ogy are described in sections 3 and 4. The method is
applied to the exemplary application scenario in sec-
tion 5. We conclude with a discussion in section 6.

2 RELATED WORK

We elaborate on three interconnected areas of work in
the context of requirements engineering: GDPR com-
pliance, threat and risk assessment, as well as Com-
mon Criteria.

In (Palmirani et al., 2018; Bartolini et al., 2018b),
a model for legal reasoning and compliance with re-
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gard to the GDPR is proposed using logic formulz.
This model is validated in (Bartolini et al., 2018a) on
Art. 5(1)(a) and Art. 7(1) GDPR using the methodol-
ogy proposed in (Bartolini et al., 2018b). While this
approach provides a formalization of GDPR articles
in a human-readable format that could then be used
to validate compliance to the law, it still lacks bridg-
ing the gap between legal requirements and technical
requirements.

The work by (Pandit et al., 2018b) utilizes the
GDPRov ontology developed in (Pandit and Lewis,
2017) along with the GDPRtEXT resource presented
in (Pandit et al., 2018a) in order to provide a way to
represent and query GDPR compliance obligations.
Again, the approach lacks referring to specific techni-
cal requirements based on the identified legal require-
ments.

A methodology for auditing GDPR compliance is
proposed by (Basin et al., 2018). Their inter-process
data-flow model includes the formal notion of busi-
ness process modelling for identifying and imple-
menting the purpose for data processing as well as
automated algorithmic verification of GDPR compli-
ance which may be complemented by human interac-
tions. The work focuses only on the following con-
cepts of the GDPR: purpose limitation, data minimi-
sation, consent and the right to be forgotten.

How ISO 27001 can help to achieve GDPR com-
pliance is described in (Lopes et al., 2019). While
many useful parallels are shown and best practices
from ISO 27001 provide useful technical details for
complying to certain GDPR requirements, it is con-
cluded that conforming to ISO 27001 does not guar-
antee GDPR compliance; however, it facilitates cer-
tain aspects.

An IoT healthcare system is taken as application
scenario in order to design a GDPR compliant sys-
tem by (Kammiiller, 2018; Kammiiller et al., 2019).
However, compliance of the system is not traceable as
there are no references to corresponding GDPR Arti-
cles.

In the context of data protection by design, the re-
search by (Dewitte et al., 2019) shows that there is
a discrepancy in risk assessment between legal ex-
perts (making data protection impact assessment) and
software engineers (doing threat modeling). Require-
ments are defined and categorized as legal descrip-
tion requirements or architectural description require-
ments. They show which state-of-the-art threat mod-
eling techniques fulfill which legal and architectural
requirements in order to do a comprehensive risk as-
sessment. As a result, none of the methodologies sup-
port all requirements in both categories — legal and ar-
chitectural. Instead, most categories fulfill either legal
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or architectural requirements. Thus, previous work
(Ringmann and Langweg, 2017) first conducted the
risk assessment using STRIDE, resulting in an initial
set of architectural requirements. These requirements
are expanded and matched by technical requirements
which were derived from legal requirements in (Ring-
mann et al., 2018).

To the dichotomy between data protection impact
assessments and threat modeling with the focus on
privacy by design refers (Sion et al., 2019). Their ap-
proach provides a meta-model for a data protection
architectural viewpoint using data flow diagrams and
including the reference to requirements imposed by
the GDPR (e.g., data-minimization, purpose limita-
tion). However, the approach lacks security-related
requirements with regard to the GDPR. A summary
of related research bridging the gap between legal and
computer science approaches to privacy is provided
by (Nissim et al., 2018).

(Jensen et al., 2019) propose a research agenda re-
garding the alignment of software development with
GDPR requirements. A summary of related research
regarding bridging the gap between legal and com-
puter science approaches to privacy is provided by
(Nissim et al., 2018).

The work by (Yin and Qiu, 2010) bridges the gap
between CC security functional requirements (SFR)
and traditional requirements description language by
proposing a three stages security requirements devel-
opment model. In (Amara et al., 2019), security re-
quirements are defined from CC for software devel-
opment and applied in a case study.

Another approach to bridge the gap between ab-
stract legal requirements and concrete technical re-
quirements is presented by (Brédunlich et al., 2011;
Simié-Draws et al., 2013) through the application of
the method KORA in combination with Common Cri-
teria. KORA is the abbreviation for “Konkretisierung
rechtlicher Anforderungen” (concretization of legal
requirements) which was introduced by (Hammer
et al., 1992) and has been used in German legal re-
search. The work by (Brdunlich et al., 2011) com-
bines the application of CC with KORA in the ap-
plication context of ballot secrecy. In continuation,
(Simié-Draws et al., 2013) presents a framework that
integrates KORA in the context of CC and ISO 27001.
The framework is then also applied to a ballot secrecy
scenario. In (Simié-Draws et al., 2013), the process
steps of CC and ISO 27001 are matched to the four
process steps in KORA. Previous work (Ringmann
et al., 2018) applied KORA to the GDPR and identi-
fied 74 generic, reusable technical requirements that
can be applied to software products which process
personal data.
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3 APPLICATION SCENARIO

For the example application, we choose a scenario
within the logistics domain that is presented in (Ring-
mann and Langweg, 2017). In order to deliver items
from one location to another, it is necessary to iden-
tify the destination information which is placed upon
the item in writing. This information can be present
in various forms, e.g., handwriting, typewriting, bar
code, on a form, or an address label. As a result, per-
sonal data that is processed usually includes a per-
son’s postal address and name. The process between
posting an item for sending and final delivery of the
item to the destination location includes one or mul-
tiple sorting stages where items with similar destina-
tions are assembled. At each sorting stage, a machine
determines the destination information of an item by
scanning the item with cameras, extracting the loca-
tion of an address through highly specialized optical
character recognition (OCR) software and then rout-
ing the item to a delivery vehicle for further/final dis-
tribution. This process is similar for correctly sort-
ing and processing mail, packages as well as baggage
items.

While the sorting machine does the physical rout-
ing, the information processing is done on a computer
where OCR algorithms extract address information
from the scanned image. Identified destination ad-
dresses are then compared to corresponding entries
in a data dictionary and, eventually, identified address
data is sent back to the sorting machine as a structured
dataset that contains the destination information. This
simplified process is displayed in Fig. 1. For the re-
mainder of this paper, we work with the following
components of the sorting process:

e Scans of personal data: images from the scanner,
interface to the scanner

e Data dictionary (DB): database of ad-
dresses/routing information, interface from
the software to the data dictionary

o Software/Algorithms: software solution, also in-
cluding physical hardware

o Identified personal data: structured dataset con-
taining routing information, interface to sorting
machine

4 METHOD

The proposed methodology leverages upon (Ring-
mann and Langweg, 2017; Ringmann et al., 2018).

Sorting machine Images

| Software
Data dictionary
CH—
X
o

w

Gy fo!

rovting

Identified data

Figure 1: Simplified sorting process.

First, main stakeholder interests and threat scenar-
ios for the proposed application scenario are identi-
fied in (Ringmann and Langweg, 2017) utilizing the
STRIDE methodology (Microsoft, 2009) — focusing
on the stakeholders vendor and customer (in this case
operator) of the software product. While STRIDE is
utilized here, it is possible to use other threat mod-
els. Next, a risk analysis using DREAD is performed
— concluding the threat and risk assessment. Again,
different risk assessment methods can also be ap-
plied. For exampel, regarding the requirement for pri-
vacy by design and default, it could be beneficial to
consider a privacy threat analysis methodology like
LINDDUN (Wuyts et al., 2014). Based on the results
from STRIDE and DREAD, a first set of detailed se-
curity requirements that mitigate the threats is devel-
oped. In order to prioritize the importance of the de-
tailed security requirements, it would make sense to
assign a cumulative DREAD risk rating score where
the highest risk level of the corresponding STRIDE
threat scenario is assigned to the detailed requirement.

In (Ringmann et al., 2018), generic technical re-
quirements are proposed for compliance with the
GDPR. This way, the government as a stakeholder
is considered with its enforced rules and regulations.
From the 74 technical requirements, we select a col-
lection that applies to our application scenario. Based
on the selected set of technical requirements, we start
a matching process. For each detailed security re-
quirement from the threat and risk assessment, it is
checked whether there exists a similar/related tech-
nical requirement from the GDPR. This process is
done top-down: the GDPR article that first requires
something related to a detailed security requirement
from the threat and risk assessment is used as a pri-
mary source; other articles may have redundant re-
quirements. Matches are entered into an expanded list
of detailed requirements. Furthermore, for each tech-
nical requirement from the GDPR that has no match
from the risk assessment, new, detailed requirements
that are needed to fulfill the technical requirement are
added to the list. Finally, we further expand the list
of detailed requirements by a column for Common
Criteria SFRs. Again, for each SFR, it is checked
whether there exists a similar/related detailed require-
ment. Related in this context may also mean that it
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Table 1: Stakeholder interests regarding confidentiality (C), integrity (I), availability (A), transparency (T), unlinkability (U),

data minimization (M) and intervenability (V).

Scans of personal data Data dictionary

Stakeholder

Software/Algorithms

Identified personal data

Vendor

Customer

Supplier

Sender

Receiver

Government

Society

would be beneficial to additionally include the pro-
posals from the SFR into an existing detailed require-
ment.

S APPLYING THE
METHODOLOGY

Before performing a threat analysis, the interests of
the stakeholders must be determined. Based on the
work in (Ringmann and Langweg, 2017; Ringmann
et al., 2018) we propose to identify stakeholder in-
terests regarding the security principles confidential-
ity (C), integrity (I) and availability (A) as well as the
privacy principles transparency (T), unlinkability (U),
data minimization (M) and intervenability by the data
subject (V). In context of the application scenario, the
following stakeholders must be considered: vendor
(data processor), customer/operator (data controller),
supplier, sender, receiver (data subject), government,
law enforcement (L.E.), society. The resulting matrix
of stakeholder interests is displayed in table 1. No in-
terest is represented by white cells, partial interest by
grey cells and full interest by black cells. For exam-
ple, a receiver always has full interest regarding C, T,
U, M, and V of all components (except for C of the
software). The integrity and availability of the scans
and identified personal data are not as important since
in case the machine is not working (correctly), man-
ual sorting will still be possible. Regarding the C, I, A
of the software/algorithms, the receiver is indifferent.

When having to prioritize which parts of the
matrix of interests will be fulfilled by the software,
the vendor will implement his own requirements first.
Then, the vendor will consider the customer’s require-
ments as these might be essential to be met in order
to actually sell the software product. The interests of
third parties like sender, receiver, government, and
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society will be considered to be met for compliance
reasons. The GDPR with its possible fines provides
a legitimate reason to take a closer look at compli-
ance with relevant rules and regulations enforced by
the government.

5.1 STRIDE Threat Analysis

Based on the interests of the stakeholders vendor and
cutomer/operator, Microsoft’s STRIDE model (Mi-
crosoft, 2009) is used for identifying threats to the
software. For the application scenario and its com-
ponents Scanner, Dictionary,Software, and Identified
data in total 34 threats were identified in (Ringmann
and Langweg, 2017). In order to avoid endless tables
and briefly provide a demonstrable example of our
methodology, in this section and the following, we
will only take a closer look at threats in the STRIDE
category Tampering which are presented in table 2.
For the remaining steps of the methodology, we will
only consider threat number (TNo.) 13 of the com-
ponent Scanner: “unreadable images of the scanned
items through misconfiguration of the scanner’s soft-
ware/hardware”.

Table 2: Threats for category Tampering.

Component TNo. Threat
Unreadable images of the scanned items

Scanner 13 through misconfiguration of the scanner’s
software/hardware

Dictionary 14 Items are sorted incorrectly
(incl. underlying components): Software
degradation, incorrect sorting, damaged

Software 15 X K i
hardware, information disclosure, and
unavailability of the system

Identified . .

dat 16 Faulty sorting, too many rejects

ata
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Table 3: DREAD assessment for category Tampering.

. Impact Likelihood DREAD Risk
Component TNo. Threat Da R E A Di i K
(Da+A)/2 | (R+E+Di)/3 score rating
Unreadable images of the scanned
Scanner 13 items through misconfiguration of 1 0 0 1 0 1 0 0.5 Low
the scanner’s software/hardware
Dictionary 14 Items are sorted incorrectly 2 1 2 1 2 1.5 1.67 1.58 .
Medium
Software degradation, incorrect
ting, d d hard 8
Software 15 | Sorine camagedhardware 2 21| 1.5 1.33 1.42 ‘
information disclosure, and Medium
unavailability of the system
Identified
entite 16 Faulty sorting, too many rejects 2 1 1 1 1 1.5 1 1.25 .
data Medium

5.2 DREAD Assessment

Next, the threat scenarios are evaluated according to
the associated risks by using the DREAD methodol-
ogy (Marshall and Hudek, 2018). The DREAD risk
score is composed of the mean from impact and like-
lihood. The impact score builds the average from the
DREAD categories Damage potential and Affected
users. The likelihood score is composed of the mean
from the categories Reproducibility, Exploitability,
and Disocverability. Scores range from 0 to 3. The
computations of the risk scores were made utilizing
the DREAD score calculator for the Dradis Frame-
work (Martin et al., 2018). Based on the DREAD
score, a risk level can be assigned. For the purpose
of applying the DREAD methodology to the threat
scenarios, the risk rating is assumed as follows:

e Low: DREAD score <1
e Medium: 1 < DREAD score <2
e High: 2 < DREAD score < 3

The scores and risk levels can be assigned in var-
ious ways. Since a threat and risk analysis (TRA) is
demanded in Article 32 of the GDPR, it makes sense
to utilize this initial TRA to document the values and
resulting measures, and therefore, already fulfilling a
GDPR requirement. An exemplary DREAD assess-
ment for the application scenario and corresponding
threats from STRIDE category tampering is presented
in table 3. The scores for the application example
are estimates and did not involve any real analysis.
However, it can be challenging to get all stakehold-
ers involved in the risk assessment process including
finding experts who can actually identify threats and
evaluate the corresponding risks.

Table 4: Detailed requirements that mitigate TNo. 13.

RNo. Detailed requirement TNo.

limit physical access to scanner (and
1 2,13,21,27
other hardware components)

le-bas for th
role-based user management for the 5,13, 14,22, 23
software

definition of an access control policy for
14 5,13,14,22,23
the software (role-based)

software/database(sw): document which

29 roles/users are authorized to read/write/ 13,16
create/modify which resources
OS: document which users/groups are

30 authorized to read/write/create/modify 13,16

which resources related to the system

a1 processes are running only with the 13.16. 19
allowed privileges (esp. not root) = B

limit rights to write/modify files that
33 contain personal data to users/processes 13, 14,15, 16

that specifically need those rights

5.3 Requirements for Threat Mitigation

Based on the threat scenarios, it is necessary to de-
fine requirements that mitigate the threats and thus,
improve the security of the software product. For the
proposed scenario, a complete list of security require-
ments was developed but cannot be displayed in this
paper. Therefore, we will focus on tasks that mitigate
threat number (TNo.) 13 of the component Scanner:
“unreadable images of the scanned items through mis-
configuration of the scanner’s software/hardware” for
the remainder of this paper. Results are displayed in
table 4.

These detailed requirements will serve as a first
basis for the matching process. While these require-
ments are based on the interests of the stakeholders
vendor and customer/operator, it is necessary to take
a look at the requirements from the government im-
posed through rules and regulations, i.e., the GDPR.
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Table 5: Requirements from GDPR for TNo. 13.

. . Further
. Article Recital Matched
GNo Requirement from GDPR GDPR
GDPR GDPR R RNo
reference
L L . 25(2)
Secure authentication and authorization mechanisms for all components that allow access 39(12)
1 . . . 5(1)(® 32(1)(b) 1
to personal data including access to networks, services, and systems 49(1-2) 320
Definition of an access control policy on the basis of an identity management where 39(12) 13
2 access control is limited to specific roles or attributes (who is allowed to do what with the 5(1)() 49(12) 25(2) 1;‘
personal data)
31
8 Limitation of rights for writing or changing files that contain personal data S5(1)() 32(1)(b) 3
. . . . . 29
10 Document which roles are authorized to read/write/create/modify which resources 5(1)() 32(1)(b) 30

5.4 Selection of Applicable Technical
Requirements from GDPR

A list of technical requirements from the GDPR was
derived in (Ringmann et al., 2018). In the context
of this article, it is determined for each technical re-
quirement whether it applies to the planned software
project or not. For the utilized exemplary scenario,
it was evaluated that only 40 out of 74 requirements
have to be fulfilled. The 34 other requirements were
either partly not applicable to the software project
(e.g., no profiling, data transfer outside of the coun-
try), already fulfilled (e.g., threat and risk analysis,
auditable documentation of lawfulness), or to be ful-
filled by the future operator (e.g., privacy notice, data
protection policy, interaction with the data subject).
Regarding the minimal application scenario, for threat
number (TNo.) 13 the following requirements based
on the GDPR are identified in table 5.

5.5 Match Requirements

The matching process is split into two parts. First,
for the requirements from GDPR which apply to
the software project, it is determined which of the
first 50 detailed requirements that resulted from the
STRIDE/DREAD analysis match to which applica-
ble requirement from the GDPR. When no match is
found, a new entry for a detailed requirement is made.
As aresult to the existing 50 detailed requirements, 16
more requirements are added. They can also be called
technical design measures, as this matching process is
the last step from the method KORA that was applied
in (Ringmann et al., 2018).

Finally, the matching process is enhanced by yet
another dimension. According to Art. 24(3), com-
pliance with a code of conduct or certification may
be used to prove lawfulness of certain articles of the
GDPR. Therefore, the Common Criteria SFRs that are
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described in CC Part 2 (Common Criteria, 2017) are
evaluated.

The work by (Simié-Draws et al., 2013) applies
the KORA method in the context of CC and ISO
27001. It matches the process steps of CC and ISO
27001 to the four process steps in KORA. As a result,
the SFRs from CC Part 2 match in the definition part
to KORA step 3: definition of technical requirements.
The implementation of the SFRs is then considered
to be part of KORA step 4: definition of technical de-
sign proposals. In the context of this exemplary appli-
cation scenario, the SFRs are matched to the derived
security requirements.

A summary of what is needed for a CC evaluation
is also provided by (Simi¢-Draws et al., 2013). In CC
Part 1, the general model is described. As a result,
usually a lot more steps need to be taken, e.g., defin-
ing the Target of Evaluation, Evaluation Assurance
Level, Security Problem Definition, Security Objec-
tives before looking at the SFRs. Part of a CC evalu-
ation is to select various SFRs that mitigate threats
identified in the Security Problem Definition which
then need to be proven to be fulfilled by the system to
be evaluated. However, for the purpose of matching
security requirements in the context of this exemplary
application scenario, it suffices to look at the SFRs.

The matching process is then continued by deter-
mining for each CC SFR whether there exists a tech-
nical design proposal which deals with the kind of re-
quirement. For the reduced application scenario, table
6 presents the detailed requirements for TNo. 13 after
the matching process including references to GDPR
compliance as well as CC SFRs.

6 CONCLUSION AND
DISCUSSION

As aresult, we present a list of detailed security requi-
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Table 6: Matched detailed requirements for TNo. 13.

. . Further
. . Article Recital
RNo. Detailed requirement TNo. GNo. GDPR CC SFRs
GDPR GDPR
reference
- . 25(2)
Limit physical access to scanner (and other hardware 2, 13,21, 39(12),
1 1 S5(DH@) 32(1)(b) FPT-PHP.1.1
components) 27 49(1-2)
32(2)
FDP_ACF.1.1
13 | Role-based { for the soft 5, 13,14, ) s | 2202 250) FIA_USB.1.1
- ser management for r
ole-based user management for the software 2.23 49(1-2) FIA_ ATD.L1
FMT_MSA.1.1
Definition of an access control policy for the software 5,13, 14, 39(12),
14 2 5(1)() 25(2) FAU. SAR.1.1
(role-based) 22,23 49(1-2)
Software/database(sw): document which roles/users are FDP_ACC.1.1
29 . . . . 13, 16 10 5(1)(6) 32(1)(b)
authorized to read/write/create/modify which resources FMT_MSA.1.1
OS: Document which users/groups are authorized to
. . - FDP_ACC.1.1
30 read/write/create/modify which resources related to the 13,16 10 5(1)(f) 32(1)(b)
FMT_MSA.1.1
system
Processes are running only with the allowed privileges
31 13, 16, 19 8 5(1)(6) 32(1)(b)
(esp. not root)
Limit rights to write/modify files that contain personal 13, 14. 15
33 data to users/processes that specifically need those 16, - 8 5(1)(H) 32(1)(b)
rights

rements that — once implemented — make a software
product GDPR-compliant and partially prepared for a
CC evaluation. The proposed methodology facilitates
the integration of security and privacy by design into
the requirements engineering process. Thus, specific,
detailed security and privacy requirements are imple-
mented from the very beginning of a software project.

We learned that even for the presented application
scenario, the requirements engineering turned out to
be quite complex. However, the approach provides
a structured way to identify requirements from vari-
ous sources, match related requirements to avoid du-
plication and track requirements for compliance as-
sertion. The complexity will be reduced when utiliz-
ing requirements engineering tools instead of matri-
ces (e.g., usage of labels, categories, priorities, status
of implementation, etc.).

We found that our method uncovered require-
ments that had previously been unaddressed by the
methods in use by the company.

Limitations of this paper refer to the following
topics: selection of laws, kind of personal data, kind
of certification, redundancy issues, and risk assess-
ment. The GDPR is not the only law that needs to
be considered. National data protection laws can be
more restrictive or liberating in certain areas, thus,
overruling articles stated in the GDPR. Furthermore,
other laws might be of importance for a software
project, e.g., for the application scenario, postal laws
play an important role. Therefore, it may be neces-
sary to apply the KORA method to applying laws in

order to identify further requirements. Other projects
may need to consider further requirements when pro-
cessing special categories of personal data or personal
data of children. There exist various certification pos-
sibilities. While some certifications may be obtained
for a product (e.g., Common Criteria), others can only
be obtained for the entire organization or its processes
(e.g., ISO 27001). Thus, the decision to pursue a cer-
tification may not be related to the software project.
When certifications are already in place, it must be
checked in which ways they already support com-
pliance with laws and regulations. Doing threat as-
sessment requires a certain expertise. The risk rat-
ing score is an important property of each require-
ment. However, it was not possible to disclose fur-
ther risk values for the application scenario. Regard-
ing requirements for fulfilling privacy by design and
by default, further threat modeling should be consid-
ered, e.g. in applying LINDDUN (Wuyts et al., 2014).
The requirements matching process is vulnerable to
redundancy issues which may lead to an increased
complexity and a reduced traceablilty to correspond-
ing GDPR articles or requirements from a standard
or code of conduct. In conclusion, for each of these
limitations further requirements may evolve.
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