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Abstract: When multiple robots are required to collaborate in order to accomplish a specific task, they need to be coordinated in order to operate efficiently. To allow for scalability and robustness, we propose a novel distributed approach performed by autonomous robots based on their willingness to interact with each other. This willingness, based on their individual state, is used to inform a decision process of whether or not to interact with other robots within the environment. We study this new mechanism to form coalitions in the on-line multi-object κ-coverage problem, and compare it with six other methods from the literature. We investigate the trade-off between the number of robots available and the number of potential targets in the environment. We show that the proposed method is able to provide comparable performance to the best method in the case of static targets, and to achieve a higher level of coverage with respect to the other methods in the case of mobile targets.

1 INTRODUCTION

Robots collaborating with each other in order to tackle a task perform faster and more efficiently than their individually operating counterpart. Some tasks even require collaboration of multiple robots and cannot be accomplished by individual robots at all. However, such collaboration requires coordination of the individual robots, and formation of coalitions between them. Numerous coalition formation approaches have been proposed which either rely on central components (García et al., 2018; Burgard et al., 2002; Shehory and Kraus, 1998) or focus on a single task to be accomplished (Qureshi and Terzopoulos, 2007) in order to achieve meaningful interaction and collaboration. These approaches require dissipation of information about available coalitions as well as negotiations about participation of each potential coalition member (Shehory and Kraus, 1998; Ye et al., 2013; Qureshi and Terzopoulos, 2007). While coalitions are usually formed around single tasks, the use of multiple teams has been shown to be beneficial when pursuing goals that require multiple tasks to be accomplished concurrently (Theraulaz et al., 1998; Esterle, 2018). Moreover, when considering autonomously operating robots that aim to achieve multiple tasks, the individuals have to make decisions on when and how to form coalitions, and to what end the coalition is formed.

In this work, we are interested in the ability of autonomously operating robots to interact and collaborate in order to provision varying sets of tasks efficiently, without a central component involved. We propose an approach where each robot makes individual decisions about whether or not to provision a specific task, employing local information about its own status, e.g., its battery level, its ability, and its interest (i.e., expected performance value the robot contributes to the collective) in performing such task. More specifically, we propose a novel distributed coalition formation and study this approach in the online multi-object κ-coverage problem (Esterle and Lewis, 2017; Esterle and Lewis, 2019), which is related to the cooperative multi-robot observation of multiple moving targets (CMOMMT) problem proposed by Parker and Emmons (Parker and Emmons, 1997), and consists of a varying number of tasks required to be tackled concurrently.

First, the robots need to discover initially unknown moving objects in the environment. They do
not possess any \textit{a priori} information about the number or location of these objects. Furthermore, objects may be mobile, requiring robots to change their own location respectively in order to continuously provision them. Second, each object needs to be provisioned with at least $\kappa$ robots concurrently, i.e., $\kappa$ robots having the object within their sensing/actuating region at the same time. Here, detecting new targets is considered the first task, however, every newly discovered target generates a new task for the collective of covering this known target. This generates a trade-off between detecting new objects and covering known objects with $\kappa$ robots when the collective tries to maximize the duration and number of targets covered by $\kappa$ robots. However, a robot not only needs to decide between provisioning a specific target or exploring the area to discover new targets, but also which of the different known targets it wants to provision. In order to achieve an efficient outcome in this trade-off, the robots are required to form new coalitions for each individual target. According to the taxonomy of Robin and Lacroix (Robin and Lacroix, 2016), the on-line multi-objective $\kappa$-coverage problem is hunting mobile search, monitoring multiple targets, with different viewpoints.

In this paper, we present a novel distributed coalition formation algorithm considering several tasks. At its core, we propose to introduce a willingness to interact to each individual robot as the main driver for the coalition formation. The willingness is dependent on the state of the robot, such as local conditions like battery level, and current level of activity. Utilizing this willingness, robots can make decisions on whether or not to interact and provision a specific object which eventually leads to forming coalitions with other robots. This approach is evaluated over several scenarios of increasing number of targets, considering both static and mobile targets separately. The performance is assessed through different metrics, e.g., the average number of agents covering one target, the average coverage time with at least $\kappa$ agents. Furthermore, the proposed approach is compared against six other methods presented in the literature. The proposed approach shows performance that is either comparable with the best of the methods it is compared with – in the case of static objects – while it exhibits a higher coverage in the case of moving targets.

The remainder of this paper is structured as follows. Section 2 gives a formal definition of the online multi-object $\kappa$-coverage problem and Section 3 covers the behaviour of the agents and targets, their interaction as well as our novel coalition formation algorithm. Section 4 gives an overview of the experimental setup, the performed experiments, and the obtained results. Section 5 discusses the generalization of the proposed approach, while Section 6 concludes the paper and outlines future work.

2 PROBLEM FORMULATION

In the online multi-object $\kappa$-coverage problem, we assume a discrete 2D area $Z$ with a given width and height $w$ and $h$, respectively, without any obstacles. We also consider a set of active robots $A = \{a_1, a_2, \ldots, a_n\}$, and a set of targets or objects of interest $O = \{o_1, o_2, \ldots, o_m\}$ in this problem. Both robots and objects can freely move within $Z$, with (nonconstant, yet limited) velocities $v_i$, where $i = 1, \ldots, n$, and $v_j$, where $j = 1, \ldots, m$; in their motion the robots will always remain in $Z$. It is assumed that any robot can move faster than the objects, and that the number of robots and targets is constant, i.e., targets cannot appear or disappear. Each robot is controlled by an internal, autonomous software agent. We refer to both as $a_i$. Each robot has a visibility range, with radius $r$. An object can be perceived by any robot, only if it is located within its visibility range. At this point, the robot will determine the number of already provisioning robots for this object. Therefore, it will either initiate a new coalition, in the case of no robots following the target, or join the existing coalition, in the case that less than $\kappa$ agents are following the target. All objects are associated with a prescribed constant interest level $l_j$. Levels of interest are not necessarily the same between objects, and define the utility $u_j(t)$ of a robot $i$ for following an object $j$ with interest level $l_j$ at a discrete time-step $t$.

Every agent $i$ can calculate its willingness $w_i$ to interact with others (as detailed in Section 3.3) at each time-step. This can occur in different situations, e.g., (i) when a robot $i$ first detects an object $j$ entering or leaving its sensing area an object $j$ is entering the sensing area of the robot $i$ and (ii) when robot $i$ receives an invitation to provision an object $j$ from another robot. Robots are assumed to communicate with one another via broadcast, as implemented in ROS (Quigley et al., 2009). Thus, the willingness to interact shapes the cooperative behavior of an agent and its respective robot in relation to the others. Robots are able to change and keep track of their own state and behavior, as well as the state and behavior of other robots. Specifically, robot’s $n$ state is composed of the following variables: battery level $b$, range $d$, location $\ell_{xy}$, and velocity $v_{xy}$. Without loss of generality, we assume that the level of interest for the targets is robot-independent, i.e., there is a shared
knowledge among the agents on the level of interest of different targets.

The online multi-object \( \kappa \)-assignment problem is solved by having at least \( \kappa \) robots covering any target in the set. Consequently, two tasks should be achieved concurrently: (i) maximizing the number of provisioned objects, and (ii) provisioning the targets with at least \( \kappa \) robots. This paper addresses the following questions:

1. What is the average time for which at least \( \kappa \) robots can cover all targets moving around in an environment when using the proposed coalition formation algorithm?
2. What is the average number of agents that can cover a target with the proposed coalition formation algorithm?
3. Is the motion of the targets affecting the obtained performance?
4. How does the defined value for \( \kappa \) affect the performance of the robot cooperation?
5. How does the proposed method compare with other state-of-the-art techniques for the \( \kappa \)-coverage problem?

We address these questions using two experimental setups with varying number of either mobile or static (immobile) targets, according to metrics that analyze the obtainable performance in terms of time to cover targets with at least \( \kappa \) robots, and the average number of robots that cover the targets. Furthermore, we compare our results with six other methods previously proposed in the literature (Esterle and Lewis, 2017).

3 AGENT MODEL

In this section, we describe how a robot operates, how the agent, embodied in a robot, updates the willingness to interact, and how these agents form decisions to cooperate through the proposed interaction protocols. In the following we are using the terms robot and agent interchangeably.

3.1 Robot Kinematics

Every robot \( a \in A \) follows a simple unicycle kinematic model

\[
\begin{align*}
\dot{x}_a(t) &= v_a(t) \cos(\theta_a(t)) \\
\dot{y}_a(t) &= v_a(t) \sin(\theta_a(t)) \\
\dot{\theta}_a(t) &= \omega_a(t)
\end{align*}
\]

where \( x_a(t) \) and \( y_a(t) \) are the \( x \)- and \( y \)-coordinate on the map and define the position \( p_a = (x_a, y_a) \) of a robot \( a \) at time \( t \), \( \theta_a \) is the orientation of the robot, \( v_a \) is the forward velocity of the robot, and \( \omega_a \) is its angular velocity. We assume that the robot can localize itself within the map, and that it can detect the obstacles within its visibility range.

A robot \( a \in A \) follows a set of objects \( O_a \subseteq O \), each of which has a different level of interest \( l \). The direction \( d_a \) over which the robot moves is thus computed as

\[
d_a(t) = \frac{\sum_{i \in O_a} l_i (p_a(t) - p_i(t))}{\sum_{i \in O_a} l_i}
\]

making the robot to move towards all the followed objects, weighted by their respective interest. In this way, the robot will prioritize targets with higher level of interest. The target orientation \( \theta^*_a \) and the forward velocity of the robot are therefore computed as:

\[
\theta^*_a(t) = \angle d_a(t),
\]

\[
\dot{v}_a(t) = ||d_a(t)||
\]

where \( \angle p \in [0, 2\pi) \) is the angle of the vector \( p = (p_x, p_y) \) in its reference frame, and it is obtained as \( \angle p = \tan2(p_x, p_y) \). In order to compute the proper value of the angular velocity, we can just use a simple proportional controller with tracking error \( e_a \) normalized between \([-\pi, \pi]\):

\[
e_a(t) = \theta^*_a(t) - \theta_a(t)
\]

\[
\dot{\omega}_a(t) = K_p \tan2(\sin(e_a(t)), \cos(e_a(t)))
\]

Finally, we include saturations on the forward and angular velocities:

\[
v_a(t) = \min(\dot{v}(t), v_{\max})
\]

\[
\omega_a(t) = \min(\max(\dot{\omega}(t), -\omega_{\max}), \omega_{\max})
\]

3.2 Agent Behavior

Software agents, embodied in physical robots, operate autonomously and their behavior can be described as a state machine composed of four states: inspect, evaluate, inspect & follow, and evaluate & follow. Figure 1 shows the state machine that describes the behavior structure of an agent. At run-time, any agent starts its operation in the state inspect, in which it moves in \( Z \) according to a given pattern. In case a new target is spotted, or a request is received, an agent switches from inspect to evaluate. In the evaluate state, an agent decides how it wants to interact with the spotted target or the request for help, based on its current state. The proposed interaction protocol is described in detail in Section 3.4. The result of the interaction is a coalition of agents that will start following the spotted target. If the agent is not part of the coalition after the interaction, it will switch back.
to the inspect state, looking for other targets in the environment. Otherwise, if the agent is part of the coalition, then it will switch to the inspect & follow state. In this new state, the agent follows the target, while it simultaneously inspects for new ones. In case an agent loses track of all the targets it is following, then it switches to inspect. In case an agent has negative willingness, spots a new target, detects that a target is going outside its visibility region, or it gets a request for help, then it switches to the evaluate & follow state. In this state, the agent either generates a help request, or it responds to a help request. In both cases, the agent decides if it will be part of a new coalition, or if it is going to drop a target. Once the interaction is complete, an agent switches back to the inspect & follow state with an updated set of targets to follow.

Note that an agent can be part of more than one coalition, i.e., can follow several targets simultaneously according to their level of interest (as per Eq. 2), but a target is only followed by a single coalition. Also, notice that transitions between states are considered to be instantaneous.

When an agent is following a set of targets, its motion is described by the dynamic model (1), and by control strategy defined in (3)–(8). The interest level of a target affects the motion of the agent according to (2), i.e., the agent’s direction is mostly affected by the level of interest of the targets.

### 3.3 Willingness to Interact

The willingness to interact $w$ shapes the cooperative behavior of an agent, i.e., when an agent should ask for help and when it should give help. This parameter does not refer to a particular task that should be completed, but rather reflects the general disposition of any agent to cooperate with the others. The willingness to interact $w$ takes values in $[-1, 1]$. When $w \geq 0$ the agent is willing to provide support to other agents that have requested help. When $w < 0$, the agent will raise requests for help, and for $w = -1$ it cannot continue with the execution of a task on its own. The value of the willingness is updated by each individual agent $i$ based on several individual factors, at discrete time instants $t$, according to the dynamics:

$$w_i(t+1) = \min(\max(w_i(t) + B^T f(t), -1), 0),$$

where $B = [\beta_1, \ldots, \beta_m]^T$ is an $m \times 1$ vector that contains the weights of the corresponding factors on the calculation of the willingness.

The calculation of a factor $f_i$ is given by

$$f_i(k) = \phi_i(k) - \phi_{i, \text{min}},$$

where $\phi_i(k)$ represents the current measurement of that factor (e.g., the current battery level), while $\phi_{i, \text{min}}$ is a minimal threshold considered acceptable (e.g., the minimal battery level to perform a task). The terms $\phi$ and $\phi_{\text{min}}$ take values in $[0, 1]$, where 0 is the minimum value of the measured quantity, and 1 its maximum.

In this work, we consider two factors that affect the willingness to interact. These are the battery level $b$, and the number of objects in $\Omega_a$ currently provisioned by $a$. Other factors can be included in the calculation of the willingness, without loss of generality of the proposed approach.

Factors can be divided into two categories: necessary and optional. The battery level is a necessary factor, since a robot with a battery level lower than a certain threshold may not be able to reach the moving target, or to complete an assigned task. Therefore, an agent with a low battery level should try to receive help from the other agents. On the other hand, the number of targets ($n_\tau$) an agent is tracking is considered as optional, since an agent can follow several targets, but this makes its task more difficult, e.g., if $1/n_\tau$ goes below a certain threshold – the agent is following too many targets – then the agent decreases its willingness to give help and consequently increase its willingness to ask for help. The effect of different factors is defined by their corresponding weights. The weight for a necessary factor $\beta_{nec}$ is defined as:

$$\beta_{nec}(t) = \begin{cases} \frac{1}{m}, & \phi_{nec}(t) - \phi_{nec, \text{min}} > 0, \\ -(1 + w(t)), & \text{otherwise}, \end{cases}$$

where $m$ is the number of all the factors, whereas the
weight for an optional factor $\beta_{\text{opt}}$ is defined as:
\[
\beta_{\text{opt}}(t) = \begin{cases} 
0, & \text{if } \exists \phi_{\text{nec}}, \phi_{\text{nec}}(t) - \phi_{\text{nec}, \text{min}} < 0, \\
\frac{\text{sgn}(\phi_{\text{nec}}(t) - \phi_{\text{nec}, \text{min}})}{m}, & \text{otherwise}.
\end{cases}
\] (12)

This ensures that necessary factors have the highest impact on the willingness to interact. As an example, in the case the battery level is below a threshold, then the agent should ask for help, irrespective of other factors ($w = -1$). Thus, the weights of other factors should be set to zero. While we provided an example for factors approaching a minimum, factors approaching a maximum can also be applicable. In such a case the calculation for factors and weights has to be adapted accordingly. More examples on factors that affect the willingness can be found in (Frascieri et al., 2018).

### 3.4 Interaction Protocol

The interaction protocol defines how agents create coalitions for any given target and elect the corresponding leaders for these coalitions. The proposed protocol mostly complies with the SCR design pattern (Casadei et al., 2019), however differently from SCR an agent can belong to different coalitions, hence it can have more than one leader. An agent can trigger a help request in case it spots a new target, or it wants to extend an existing coalition to reach $\kappa$-coverage, or it perceives that targets in its visibility range are moving away from itself, and if it is necessary to ask for help (e.g., battery level is under the accepted minimum). Furthermore, agents can decide to interact with one another when they receive help requests from others. The interaction protocol is illustrated in Figure 2.

When an agent spots a new target, it broadcasts an information request to other agents together with its willingness and respective utility for provisioning the target. The agent waits for a specified time $\Delta t$ to receive a response from other robots. We assume that agents can identify commonly observed objects and assign common labels. In case a coalition exists already for the given target, the corresponding leader will reply whether or not further agents are needed to reach the $\kappa$-coverage. If no help is needed, then the agent continues its previous activities. If help is needed, then the agent will receive an assignment from the leader of the coalition, based on the previously sent willingness and utility. In case the agent does not receive a response within time $\Delta t$ to its initial information request, it assumes no other agent is following the target. Subsequently, the process for creating a coalition and electing a leader responsi-

![Figure 2: Activity diagram of the agent’s behavior when a new target is spotted.](image)

### Utilities

Utilities are defined by each agent for the individual target and can generally vary between the different agents as well as the different targets. Examples for this could be the size, speed, or direction of movement of the object. In our experiments, we consider different interest levels that are agent-independent, i.e., the agents share the same interest for the same targets. The received values $w_{ij}(t)$ are ordered, and the agents with highest $w_{ij}(t)$ are selected for the coalition. The agent with the highest $w_{ij}(t)$ is elected the leader. The outcome is propagated to the other agents.
The initiating agent does not necessarily need to be part of the coalition.

Furthermore, every agent keeps track of whether the targets in its visibility range are moving away from the robot. We introduce another internal threshold with radius \(d_{in}\) around the robot, where \(d_{in} < d\) (Figure 3). When a target, e.g., \(tg_2\) in Figure 3, moves out of the internal range, yet remains within the visibility range, then a request for help is triggered. If a target, e.g., \(tg_1\), is moving towards the agent while being within the internal and visibility range, no request is issued. In case the willingness of an agent becomes negative, help requests are generated. At the same time, an agent will consider dropping its targets one by one. If the willingness remains negative or becomes \(-1\), eventually all targets will be dropped.

A help request means that either an agent is looking for a replacement for itself, or it is looking for an additional agent that can enter the coalition. This is illustrated in Figure 4. If an agent needs to leave a coalition, we distinguish between leading agents and ordinary members of the coalition. If a leader agent needs to replace itself, then the leader election needs to be repeated. The process can include other agents not yet in the coalition, if \(\kappa\)-coverage is not achieved at that point in time. On the other hand, if a common agent needs to drop a target, then it first notifies its leader. Leaders are also responsible for triggering continuously the extension of a coalition in order to maintain \(\kappa\)-coverage, following a monotonically increasing period.

### 4 SIMULATION SETUP

The behavior of the agents was evaluated with computer simulations\(^1\), based on the robot operating system (ROS) (Quigley et al., 2009; Hellmund et al., 2016) to model the agents kinematics, behavior, and interaction.

The method utilizing the willingness to interact, as described in this paper, was compared to six other methods that were previously proposed in the literature for solving the multi-object \(\kappa\)-coverage problem (Esterle and Lewis, 2017). Each of the six methods is a combination of one communication model and one response model. Two communication models are considered, broadcast \(BC\) and random \(RA\). In the broadcast model an agent broadcasts help request to everyone, whereas in the random model it sends a help request to \(\kappa\) random agents. As for the response models, three are considered: (i) newest-nearest \(NN\), (ii) available \(AV\), and (iii) received calls \(RE\). In the newest-nearest model an agent will answer to the request that is newest, and if there are multiple request at the same time, it will respond to the one that is nearest. In the available model it sends a help request to \(\kappa\) random agents. As for the response models, three are considered: (i) newest-nearest \(NN\), (ii) available \(AV\), and (iii) received calls \(RE\). In the newest-nearest model an agent will answer to the request that is newest, and if there are multiple request at the same time, it will respond to the one that is nearest.

\(^1\)The code for running the simulations is publicly available at https://gitagent@bitbucket.org/gitagent/gitagent_2.git
jects with the least coverage, only if it is not following other targets. The six methods chosen for comparison are: BC-NN, BC-AV, BC-RE, RA-NN, RA-AV, and RA-RE. Such selection is due to previous results (Esterle and Lewis, 2017), where the broadcast and random communication models were evaluated better with respect to the rest, and the response models were reported to have a significant impact on the κ-coverage.

In all of our simulations, we consider a total number of \( n_A = 10 \) robots starting from the same initial position \((0,0)\), with a random direction, and \( v_{i,\text{max}} = 2 \) units per time-step. If an agent hits any boundary in \( Z \), it will bounce back at a 90° angle, i.e., we are considering a limited area surrounded by walls. The objects to be covered are distributed uniformly in the map \( Z \) of size 100m \times 100m. We consider 7 different scenarios for our experiments with an increasing number of objects. The number of objects distributed in the environment are 1, 4, 7, 13, 16 and 19 for the corresponding scenarios S0 to S6. For each simulation, the interest level of any target was randomly sampled from a set of levels \( L = \{0.3, 0.6, 0.9\} \). We performed 20 experiments for each scenario, with each experiment having a duration of \( T_{\text{sim}} = 300 \) discrete time steps and a specified seed. The latter impacts the initial location of the targets, the initial direction for agents and mobile targets, as well as the level of interest of targets for each experiment corresponding to a scenario. Given these settings, we analyzed the behavior of our agents to achieve κ-coverage where \( \kappa \geq 3 \), and \( \kappa \geq 5 \).

### 4.1 Results for Static Targets

In the first set of experiments, we consider only targets that remain in their initial location \((v_j = 0)\). Once the targets are covered, they remain covered for the rest of the simulation, as such, the time for reaching the desired coverage is considered one of the performance indicators for evaluation.

For every scenario, we run \( N \) different experiments. For every experiment \( e = 1, \ldots, N \), we compute for every target \( j \) the time to reach 1-coverage \( t_{1,e}^{(j)} \), and the time to reach κ-coverage \( t_{\kappa,e}^{(j)} \). Based on this information we can calculate: (i) the average time to get one target to be covered by at least by κ agents \( t_{\text{avg}}^{(\kappa)} \), and (ii) the average minimum time to get all the targets covered by at least κ agents \( t_{\text{min}}^{(\kappa)} \). These two metrics give an indication of a minimum coverage, and a complete coverage, and the respective timing properties. They are formally defined as:

\[
 t_{\text{avg}}^{(\kappa)} = \frac{1}{N} \sum_{j} \frac{1}{|O|} \sum_{e} t_{\kappa,e}^{(j)} \quad (14)
\]

\[
 t_{\text{min}}^{(\kappa)} = \frac{1}{N} \sum_{j} \max_{e} t_{\kappa,e}^{(j)} \quad (15)
\]

In particular, in these experiments we study (i) the average time to get one target to be covered by at least by 1 agent, \( t_{\text{avg}}^{(1)} \), (ii) the average time to get one target to be covered by at least by κ agent, \( t_{\text{avg}}^{(\kappa)} \), (iii) the average minimum time to get all the targets covered by at least 1 agent, \( t_{\text{min}}^{(1)} \), and (iv) the average minimum time to get all the targets covered by at least κ agents, \( t_{\text{min}}^{(\kappa)} \). In all the metrics, the lower, the better.

Results for \( \kappa \geq 3 \) as well as \( \kappa \geq 5 \) are shown in Figure 5, where \( t_{\text{avg}}^{(\kappa)} \) is given on the x-axis, and \( t_{\text{min}}^{(\kappa)} \) is given on the y-axis. In both metrics, the lowest value, the better. In the graph we also indicate the corresponding Pareto frontier to highlight the best performing methods. We also compare this directly to the cases for \( \kappa = 1 \) (only a single agent covers the target), however, the agents still aim to cover all targets with \( \kappa \in \{3, 5\} \) and therefore might cluster at specific objects even when reporting results for \( \kappa \geq 1 \).

It can be observed that on average there are no differences between the utilized methods for scenario S0 for \( \kappa \geq 1 \), as shown in Figure 5. This is due to the fact that there is only one static target in the environment, which will be discovered at the exact same time irrespective of the method for an experiment initiated with the same seed. There could be a shift with a couple of time-steps in the discovery times, in case there is an occasional failure in the ROS service calls or broadcast used by the agent when handling targets that appear in the visibility range. Nevertheless, for \( \kappa \geq 5 \), Figure 5d, the minimum times are not necessarily the same, e.g., the result for method RA-AV as compared to the six other methods. With the increase of number of targets in each scenario, the average and minimum times to coverage also increase. For each scenario S1–S6, there is a difference on average between the different methods. Mostly, the proposed method, indicated with the ‘W’ in the legend, is either the best on average or at least on the Pareto frontier, for scenarios S3 in Figure 5b; S2 and S5 in Figure 5c; S3 and S5 in Figure 5d; and for scenarios S2 and S3 in Figure 5a; S2 in Figure 5b; S4 and S6 in Figure 5c; and S4 in Figure 5d, respectively. Similar performance is displayed by the BC-NN method, which is the best performing method among the ones considered in this study.

When only one target is involved, the average minimum time to coverage is lowest. In all cases, the agents will move in \( Z \) and eventually find and cover
the targets. However, when increasing the number of targets (S1–S6), it can happen that agents gather on the first targets found, leaving remaining targets undiscovered for the rest of the simulation. As such, all metrics are affected, and the $t_{j,e}^{(\kappa)}$ is saturated to the duration of the simulation $T_{\text{sim}} - 1$\footnote{In the final time-step the multi-agent system shuts down, hence this time-step is not considered when dealing with the results.} for the targets that were not discovered. In Figure 5, the points are accumulated at the $t_{\min}^{(\kappa)} - 1$, which means that in those scenarios there were undiscovered targets for the whole duration of the simulation.

### 4.2 Results for Dynamic Targets

In our second set of experiments, targets move within the map $Z$ by randomly changing direction, with velocity $v_{j,max} = 1.5 \text{ m per time-step}$. In both cases, agents move with a higher velocity $v_{u,max} = 2 \text{ m per time-step}$. Nevertheless, we still use the same sets of scenarios. As for the performance, for a single experiment $e = 1, \ldots, N$, we consider the average time for which a target $j$ is covered with at least $\kappa$ agents over the simulation, $T_{j,e}^{(\kappa)}$, and the average amount of agents that cover the target $j$ over the simulation $\alpha_{j,e}$. Based on these two quantities we compute the following metrics: (i) the average time for which at least $\kappa$ agents cover the targets, $\tau_{\text{avg}}$, and (ii) the average amount of agents that cover the targets $\alpha_{\text{avg}}$. These quantities are computed as

\begin{align}
\tau_{\text{avg}} &= \frac{1}{N} \sum_{e} T_{j,e}^{(\kappa)} \sum_{j} \tau_{j,e}^{(\kappa)} \\
\alpha_{\text{avg}} &= \frac{1}{N} \sum_{e} |O| \sum_{j} \alpha_{j,e} \tag{16}
\end{align}

\begin{align}
\tau_{\text{avg}} &= \frac{1}{N} \sum_{e} T_{j,e}^{(\kappa)} \sum_{j} \tau_{j,e}^{(\kappa)} \\
\alpha_{\text{avg}} &= \frac{1}{N} \sum_{e} |O| \sum_{j} \alpha_{j,e} \tag{17}
\end{align}
While in our first set of experiments, featuring a set of static targets, agents will cover a target for the whole duration of the simulation once they joined a coalition, in the dynamic case, such assumption cannot be made, because agents can lose targets as all objects are moving in $Z$. Furthermore, these metrics are calculated twice for active and passive coverage, i.e., by (i) considering the targets that agents are actively following by adjusting their own motion and being part of a coalition, and (ii) considering targets that are not being actively followed, but are within the visibility range of agents, without necessarily being part of a coalition.

Results are shown in Figure 6, where the average time of coverage is given along the x-axis, and the average number of agents is given on the y-axis. It is possible to observe that for $\kappa \geq 3$ the method with the willingness is overall on the Pareto frontier, with an exception for scenario S3, shown in Figure 6a. Regarding $\kappa \geq 5$, the method with the willingness, indicated with $W$ in the legends of Figure 6, is on the Pareto frontier for scenarios S0–S4, and the best on average for S5–S6, Figure 6c. The same is observed for passive following in Figure 6d. Furthermore, our approach tends toward maximizing the number of agents covering a target, thus it lies on the left side of the Pareto frontier. Similarly to the results in the static case, the performance of the BC-NN strategy is comparable to the method with the willingness. We can observe that for both $\kappa \geq 3$ and $\kappa \geq 5$ the average coverage time is highest when the number of targets is lower, in S0 and S1, falls for S2–6 when the number of targets to be covered increases. We speculate that an increase in the number of targets, whilst the size of the area is unchanged, might increase the average coverage time as agents can join multiple coalitions. However, this remains subject to further research. The impact of the chosen values for $\kappa$ can be observed as well in Figure 6, by inspecting the average coverage times, which are lower for $\kappa \geq 5$ than $\kappa \geq 3$. Taking into account what is being covered passively increases the average number of agents that cover a target.

Note that, the averages are taken over all time-steps of the simulation including the time to discover the objects in the first place. As such the lack of coverage before the discovery naturally penalizes the shown results.

In our current approach, the agents are not aiming to exceed the desired coverage. Nevertheless, this can happen due to race-conditions in the coalition formation process. Furthermore, this can also take place when an agent detects that a target is moving away. In this case it will try to find another agent that can join the coalition. At the same time, the target is not dropped by the former agent until it actually goes out of its visibility range while the new agent already joined the coalition and might have the target within its visible range.

5 GENERALIZATION OF THE APPROACH

In this paper, a collaborative approach based on the willingness to interact has been tailored to solve the $\kappa$-coverage problem for a multi-robot system. The described framework, composed of the agent behaviour, willingness to interact, and interaction protocol can be applied in other problems as well. Regarding the agent behaviour, the state machine presented in Section 3.2 can be generalized by considering the following abstract states: idle, interact, idle & execute, and interact & execute adapted from (Frasheri et al., 2018). The latter can be specialized depending on the behaviours that the robots should have for solving different problems, e.g., moving by randomly changing direction and inspecting the space for new targets can be used to instantiate the idle state into the inspect state as done in this paper for solving the $\kappa$-coverage problem. Whereas the execute state can be instantiated into either the inspect & follow or evaluate & follow, by adding the target following behaviour to the agents.

The willingness to interact formalism can be easily adopted to account for additional relevant factors in a given application domain. The framework allows for the factors to be grouped into two categories, necessary and optional, as well as giving a specific weight to each factor. In this paper we have considered the battery level and the number of targets an agent is already following, which correspond to the necessary and optional factors respectively. Weights are determined in a simple way, i.e., if no necessary factor is under the the minimum threshold, then factors are weighted the same, otherwise the necessary factors will override the optional ones, thus determining the final value of the willingness.

Finally, the interaction protocol is independent of the application and problem to be solved, apart for the $\kappa$ parameter which can be adjusted depending on the size of the coalitions that the robots should be able to form, and the triggers that agents use to initiate the interaction. In the current application domain agents are tasked with discovering and tracking targets in their environment. Therefore, the triggers for executing the interaction protocol are application dependent such as (i) spotting a new target in the visibility range, (ii) de-
tecting that a target is moving away and might soon be outside of the visibility range, and (iii) extending an existing coalition in order to reach κ-coverage. The fourth trigger captures the moment when an agent decides that it needs to ask for help, which is based on the willingness to interact. This trigger is not application dependent.

6 CONCLUSION AND FUTURE WORK

This paper presented a novel, distributed, agent-centric coalition formation approach, based on the willingness to interact for adaptive cooperative behavior. We showed that we can use this novel approach to solve the κ-coverage problem for a set of targets. The performance of this approach is measured along two different sets of metrics for two different cases, (i) with static targets, and (ii) with mobile targets, and compared with six methods previously proposed in the literature. In the former case, the average time to get one target covered with κ agents, and the average minimum time to κ-cover all objects are considered. In the latter case, the average coverage time and average number of agents per target are considered. Results show that our approach either performs comparably good in the case of static targets with respect to the BC-NN method (the best performing among the ones considered in the paper), and that it performs better than the other methods in terms of achieving a higher level of coverage when it comes to moving targets.

There are three main lines of inquiry for future work. First, it is of interest to compare further the performance of our approach with those meth-
ods that reached similar performance like the BC-NN method. Such investigation can include the exploration of other experimental settings that might better highlight possible trade-offs for the utilization of the BC-NN method or the one based on the willingness proposed in this paper. Furthermore, issues related to how the studied models scale up in terms of, e.g., bandwidth capacity and latency, can also be considered in the analysis. Second, security aspects can be introduced, by considering the trustworthiness of agents. Such information can be included in the calculation of the willingness to interact, in order to facilitate the cooperation between agents that are more trustworthy, e.g., open systems where new agents may be introduced or removed, similarly to recent approaches (Castelló Ferrer, 2019; Calvaresi et al., 2018). Third, some assumptions made in this paper can be relaxed, e.g., targets can appear and disappear at random times, or leave the area defined by the map, in order to adapt the current approach for solving a more general \( k \)-coverage problem.
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