Detecting Anomalous Regions from an Image based on Deep Captioning
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Abstract: In this paper we propose a one-class anomalous region detection method from an image based on deep captioning. Such a method can be installed on an autonomous mobile robot, which reports anomalies from observation without any human supervision and would interest a wide range of researchers, practitioners, and users. In addition to image features, which were used by conventional methods, our method exploits recent advances in deep captioning, which is based on deep neural networks trained on a large-scale data on image-caption pairs, enabling anomaly detection in the semantic level. Incremental clustering is adopted so that the robot is able to model its observation into a set of clusters and report substantially new observations as anomalies. Extensive experiments using two real-world data demonstrate the superiority of our method in terms of recall, precision, F measure, and AUC over the traditional approach. The experiments also show that our method exhibits excellent learning curve and low threshold dependency.

1 INTRODUCTION

Anomaly detection refers to the problem of finding patterns in data that do not conform to expected behavior (Chandola et al., 2009). Its applications are rich in variety and include fraud detection for credit cards, insurance, or health care, intrusion detection for cyber-security, fault detection in safety critical systems, and military surveillance for enemy activities (Chandola et al., 2009). Recently we have witnessed a large number of works on detecting anomalous regions from an image, which include image diagnosis in medicine (Schlegl et al., 2017), construction of a patrol robot (Lawson et al., 2017; Lawson et al., 2016; Kato et al., 2012) or a journalist robot (Matsumoto et al., 2007; Suzuki et al., 2011), anomalous behavior detection in a crowded scene (Mahadevan et al., 2011), and classification of dangerous situations including fires, injured persons, and car accidents (Arriaga et al., 2017).

Among the detections methods (Schlegl et al., 2017; Mahadevan et al., 2011; Arriaga et al., 2017), we believe that one-class anomaly detection (Schlegl et al., 2017), in which the training data contain no anomalous example, is most valuable and challenging as it requires no human supervision and assumes the most realistic environment. The method proposed by Schlegl et al. (Schlegl et al., 2017) conducts anomaly detection by using a kind of Deep Neural Network (DNN) called Generative Adversarial Network (GAN) (Goodfellow et al., 2014). In this work, GAN learns the probabilistic distribution of a huge number of training images and is then able to generate a new image based on the input noise. Since an anomalous image deviates from the probabilistic distribution of the images in the training data, it is difficult for GAN to generate a similar one, resulting in a large reconstruction error. The method (Schlegl et al., 2017) relies on the reconstruction error in judging whether a test image is anomalous.

However, the method (Schlegl et al., 2017) can hardly learn an accurate probabilistic distribution if it is employed on an autonomous mobile robot, which captures images at various positions and angles. Moreover, large intra-object variations pose an additional challenge, e.g., two women can look highly dissimilar, though for the purpose of anomaly detection they might be better recognized as both women.
We therefore propose a method using image region captioning, which generates captions to salient regions in a given image (Johnson et al., 2016). Based on appropriate captions to salient regions, we can expect higher detection accuracy on anomalous regions in images with large intra-object variations captured from different viewpoints. For instance, our approach would be able to associate two regions on highly-dissimilar women to each other if they had the same caption “woman is standing”, leading to more accurate detection of anomalous regions. Note that such short texts can be effectively handled with word embedding techniques such as Word2Vec (Mikolov et al., 2013). We implement our approach by combining features of DenseCap (Johnson et al., 2016) and Word2Vec (Mikolov et al., 2013). Since DenseCap trains a DNN from a huge amount of data on image-caption pairs, our method exploits the data through training the DNN in its anomaly detection task.

2 TARGET PROBLEM

We solve the target problem of detecting anomalous regions of the input image by judging the salient regions detected from the image to either normal or anomalous. Let the target image be \( H_1, \ldots, H_n \), then by image region captioning we obtain \( m(i) \) regions from \( H_i \), which are transformed into \( m(i) \) region data \( b_{i1}, \ldots, b_{im(i)} \). Here \( m(i) \) represents the number of regions detected from \( H_i \).

Each region data \( b_i \) consists of two kinds of vectors \( b_i = (r_i, c_i) \), where \( r_i = (x_{max}, y_{max}, x_{min}, y_{min}) \) represents the x and y coordinates of two diagonal vertices of the region rectangle and \( c_i \) is the caption that explains the \( i \)-th region.

By definition anomalous examples are extremely rare compared with normal examples and rich in variety. This nature makes it hard to collect anomalous examples and include them in the training data. It is therefore common to tackle one-class anomaly detection, in which the training data contain no anomalous example. We also adopt this problem setting and tackle one-class anomaly detection.

As kinds of anomalies, we assume anomalous objects, anomalous actions, and anomalous positions to detect from \( b_i \) in this paper. Here an anomalous object represents an object which is highly dissimilar to the objects in the training data. Note that a detector has to recognize objects and their similarities to cope with this kind of anomalies. Similarly an anomalous action represents an action which is highly dissimilar to the actions in the training data. Thus for example the action of talking on a cellular phone is recognized as an anomaly if few persons do it in the training data. Finally an anomalous position represents objects located at a highly unlikely position in the training data. For example, a book on the floor is recognized at an anomalous position if few books were on the floor in the training data.

3 PROPOSED METHOD

3.1 Overview

Figure 1 shows the processing steps of the proposed method to detect anomalous regions from input image \( H_i \). In the first step of the training phase, image regions and their captions \( b_{i1}, \ldots, b_{im(i)} \) are generated from \( H_i \). We used DenseCap (Johnson et al., 2016) for this step.

In the next step of the training phase, each caption is transformed into feature vectors which are appropriate for anomalous detection. We mainly used Word2Vec (Mikolov et al., 2013) for this step. As a better substitute to the x and y coordinates \( r_i \) of two diagonal vertices of the region rectangle, we used normalized x and y coordinates \( r_i' = \left( \frac{x_{center} + x_{max}}{2w}, \frac{y_{center} + y_{max}}{2h} \right) \) of the center point.

\[
\begin{align*}
x_{center} &= \frac{x_{min} + x_{max}}{2w} \\
y_{center} &= \frac{y_{min} + y_{max}}{2h},
\end{align*}
\]

where \( w \) and \( h \) are the horizontal and vertical sizes of the image, respectively. Note that this substitute is more robust to a change of the distance to the object.

From the \( m(i) \) image regions detected in image \( H_i \), we extract the output vector \( V_{i1}, \ldots, V_{im(i)} \) which is normalized with its L2-distance of the penultimate layer of the Convolutional Neural Network (CNN) (Krizhevsky et al., 2012) as the image features. Then we concatenate the caption features, the image features, and the normalized coordinates into one vector for the next step.

In the last step of the training phase, our method clusters the feature vectors with the clustering method BIRCH (Zhang et al., 1997). Here BIRCH is used to model normal examples through clustering in the training phase, which allows us to detect anomalies in the test phase.

In the test phase, the feature vector of a test region is judged anomalous if its distance to the closest cluster is above \( R \). Otherwise it is judged as normal. In the subsequent sections, we explain each step in detail.
3.2 Generating Captions of an Image Region

As we stated previously, we use DenseCap (Johnson et al., 2016) to generate captions for \( m(i) \) regions from image \( H_i \). For simplicity we adopt \( K \) regions \((b_1, \ldots, b_K)\) with the highest confidence scores given by DenseCap and thus \( m(i) = K \).

We used the model of DenseCap which is trained with Visual Genome (Krishna et al., 2017) and available to the public. Visual Genome (Krishna et al., 2017) comprises 94,000 images and 4,100,000 region-grounded captions. Thus we exploit the data for our anomaly detection via the deep captioning model of DenseCap.

3.3 Caption Features based on Word Embedding

In the next step, we obtain the image region features from each region based on word embedding. First we omit stopwords such as articles and prepositions from the caption \( c_{it} \) in the region data \( b_{it} = (r_{it}, c_{it}) \). It is widely known that stopwords have little meaning in natural language processing. As stopwords we used a list in nltk library\(^1\) of Python. We denote the remaining word sequence by \( c_{it}' \).

Then we obtain the distributed representation of words using Word2Vec. Word2Vec returns respective vectors \( \mathbf{U}_{w1}, \ldots, \mathbf{U}_{wT} \) of the words \( w_1, \ldots, w_T \), where \( T \) represents the number of words in \( c_{it}' \). We set the number of the dimension of the distributed representation to 300. We also obtain the normalized coordinates \( r_{it}' \) of the center from the coordinates \( r_{it} \) of the target region with Eqs. (1) and (2). The caption feature vector \( F_{\text{cap}}(b_{it}) \) of the target region is a concatenation of the mean \( \mathbf{M}_{it} \) of the word distributed representation which is normalized with its L2-distance and \( d'_{it} \).

\[
\mathbf{M}_{it} = \frac{1}{T} \sum_{j=1}^{T} \mathbf{U}_{w_{it_j}} \quad (3)
\]

\[
F_{\text{cap}}(b_{it}) = \mathbf{M}_{it} \oplus d'_{it}, \quad (4)
\]

where \( d \) is a hyper-parameter which controls the influence of \( w \) and \( h \). \( \oplus \) represents the concatenation operator.

3.4 Combination of the Caption Features and the Image Features

In addition to the caption features, we also generate the image features \( F_{\text{im}}(b_{it}) \) and the combined features \( F_{\text{comb}}(b_{it}) \), which is a concatenation of the two kinds of features.

\[
F_{\text{im}}(b_{it}) = \mathbf{V}_{it} \oplus d'_{it} \quad (5)
\]

\[
F_{\text{comb}}(b_{it}) = \mathbf{M}_{it} \oplus \mathbf{V}_{it} \oplus d'_{it}, \quad (6)
\]

Note that the combined features \( F_{\text{comb}}(b_{it}) \) correspond to our method while the other two kinds of features \( F_{\text{cap}}(b_{it}) \) and \( F_{\text{im}}(b_{it}) \) serve as baseline methods in the experiments.

\(^1\)https://www.nltk.org/index.html
3.5 Unsupervised Anomaly Detection based on Clustering

In the last step, we detect anomalies based on clustering from feature vectors $F(b_t)$ of the target image region obtained in the previous step. As we stated previously, we use BIRCH (Zhang et al., 1997) due to its efficiency.

In BIRCH, the feature vector $F(b_t)$ is assigned to the closest leaf node of its CF (Clustering Feature) tree, which abstracts its observation in the form of a height-balanced tree. Let the CF vector of this leaf node be $(N_t, S_t, S_S)$. When the radius of the addition of the CF vector of a new example and the CF vector of its closest leaf exceeds a user-specified parameter $\theta$, the new example becomes a new leaf node and its parent node is reconstructed with a standard procedure for a height-balanced tree (Zhang et al., 1997).

We use the distance between the CF vector of $F(b_t)$ and $(N_t, S_t, S_S)$ as the degree of anomaly of $F(b_t)$. The target region is detected as anomalous when the distance exceeds a user-specified threshold $R$.

4 EXPERIMENTS

4.1 Datasets

We conducted experiments with two kinds of datasets, each of which contains a sequence of images extracted from a video clip and additional images some of which include anomalous regions. The sequence of images, which contain no anomalous region, are used for training and the additional images are used for testing. We used only indoor images in the experiments as our Turtlebot 2 with Kobuki (https://www.turtlebot.com/) is recommended to operate indoor. The first dataset consists of images taken by our TurtleBot with Microsoft Kinect for Windows v2 in a room. It contains 4768 images as the sequence sampled every second and additional 358 images including 15 images containing anomalous regions. The 15 images consist of anomalous actions such as a person with umbrella in a room and anomalous positions such as books on the floor. As the result, the normal and anomalous examples in the test data of the first dataset are 3545 and 35, respectively.

The second dataset consists of images taken in a refresh corner with a VCR recorder. It contains about 16800 images as the sequence and additional 715 images including 31 images containing anomalous regions. The 31 images consist of anomalous actions such as a person under a table and anomalous positions such as a bag on the floor.

In applying DenseCap, we set $K = 10$ as the number of the detected regions for each image. We inspected each test image and annotated anomalous regions for evaluating detection methods. In the inspection process, an anomalous region was defined as either an anomalous object, an anomalous action, or an anomalous position as we explained in Section 2. The annotation was based on images only and thus captions were neglected in the process. Figs. 2 and 3 show examples of images in the first and second datasets, respectively. The left and middle images in Fig. 3 represent examples of an anomalous action of hiding under a table and an anomalous position of a bag on the floor. As the result, the normal and anomalous examples in the test data of the first dataset are 3545 and 35, respectively. On the other hand, they are 7103 and 47 in the second dataset.

4.2 Design of the Experiments

We conducted five kinds of experiments. The first two were for performance evaluation: one with all data and the other for plotting the learning curves. The next two were for investigating the dependencies on parameters: one for the threshold parameter $\theta$ of the radius of a leaf node in building the CF tree and the other for the threshold $R$ of anomaly detection. The last one was an ablation study of the coordinate information $dR_{it}$. The run-time of the employed anomaly detection methods was negligible compared to the sampling time of one second. In the first kind of experiments, the detection performance was measured in terms of precision, recall, F measure, and AUC (Area under the ROC curve). In the second kind of experiments, a varying proportion of the training data were selected randomly, and for each proportion a detection method is applied 10 times to different data. We report the average performance in AUC.

As baseline methods, we used $F_{cap}(b_n)$ and $F_{im}(b_n)$. To obtain $V_{it}$, we used VGG-16 (Simonyan and Zisserman, 2015). Since our training data is unlabeled, we used a public model VGG-16 which was trained with ImageNet (Deng et al., 2009). The 4096-dimensional image features were obtained with VGG-16 for each region detected with DenseCap and resized to $224 \times 224$ pixels. In this sense, the baseline method with $F_{im}(b_n)$ also exploits DenseCap for

---

2Schools in Japan teach students to take this action under strong shakes during an earthquake.

3https://keras.io/ja/applications/
Figure 2: Examples of images in the first dataset. The left and middle images contain anomalous regions (a man with an umbrella and a book on the floor, respectively) while the right one does not.

Figure 3: Examples of images in the second dataset. The left and middle images contain anomalous regions (a woman under a table and a bag on the floor, respectively) while the right one does not.

Figure 4: ROC curve and AUC in the first data.

detecting salient regions but not the generated captions. In most of the experiments, we used $R = 0.7$, $R = 1.0$ and $R = 1.2$ for the caption features $F_{\text{cap}}(b_d)$, the image features $F_{\text{im}}(b_d)$, and their combinations $F_{\text{comb}}(b_d)$, respectively, which were determined by parameter tuning. We are going to investigate the influence of $R$ in the fourth kind of experiments. Throughout the experiments, the horizontal and vertical sizes of the images were $w = 720$ and $h = 404$. DenseCap also shrunk the original image size $1920 \times 1080$ pixels to approximately half, i.e., $720 \times 404$ pixels.

Except in the third and fifth kinds of experiments, for the threshold $\theta$ to build the CF tree, we used $\theta = 0.1$ for all features. As for the hyper-parameter $d$, we set $d = 2$ except in the fifth kind of experiments.

4.3 Results of the Experiments

4.3.1 Performance Evaluation

Table 1 shows that the combined features outperform the remaining features in precision, recall, and F measure. Fig. 4 shows that our method, the combined features, outperforms the other two kinds of features in AUC.

The learning curve of our method obtained by the second kind of experiments for the first dataset is shown in Fig. 5. Note that we adopted logscale for the training data proportion throughout investigation.
We see that the combined features always outperform other kinds of features, and the superiority is larger for smaller samples. We see that our method is still relatively effective even with 1% of the training data.

Figs. 6-9 show the ROC curves of the three methods for 50%, 10%, 1%, and 0.1% of the data. We see that the tendency of the superiority our method is consistent with that in Fig. 5, and these Figures show more detailed information.

Table 2 again shows that the combined features outperform the remaining two in F measure. Note that the performance is much lower than in the first dataset due to the challenging nature of the second dataset. Figure 10 shows that our combined features outperform the remaining two in AUC.
Compared with the results of the first dataset, the performance deteriorated substantially, indicating the difficulty of this dataset. The learning curve of our method obtained by the second kind of experiments for the second dataset is shown in Fig. 11. Though AUCs are lower than those for the first dataset, we again see the superiority of the combined features over the remaining two.

Figs. 12-15 show the ROC curves of the three methods for 50%, 10%, 1%, and 0.1% of the data. We again see that the tendency of the superiority our method is consistent with that in Fig. 11.

![Figure 12: ROC curve and AUC in the second data (50%).](image)

![Figure 13: ROC curve and AUC in the second data (10%).](image)

![Figure 14: ROC curve and AUC in the second data (1%).](image)

![Figure 15: ROC curve and AUC in the second data (0.1%).](image)

4.3.2 Parameter Dependencies

Figure 16 shows the results of the third kind of experiments to investigate the dependency on parameter $\theta$ for the first dataset. The horizontal axis is in log scale. Figure 16 shows that the performance is stable in some range but degrades substantially from the end of the range. We attribute its reason to the fact that when the value of $\theta$ exceeds those of the features all samples are contained in the same clusters. Figure 17 shows the results for the second dataset. This Figure shows the same tendency as in Fig. 16, which justify our analysis above. The combined features have
a much wider range of the best values than the baseline method, which shows that our method is much less affected by the parameter setting. We again see the deterioration of the performance compared with the first dataset, which again indicates the difficulty of this dataset.

Figure 18: Dependency on parameter $R$ for the first dataset.

Figure 19: Dependency on parameter $R$ for the second dataset.

For the fourth kind of experiments to investigate the dependency on the threshold $R$, we show the results on the first dataset in Fig. 18. The Figure shows that the results of the three kinds of features exhibit different peaks although they are all normalized. One possible reason is their different dimensionalities: the image feature has a much higher dimensionality than the caption feature and thus the pairwise distances are much larger for the former, which requires larger values of the threshold for an optimal performance. Another possible reason stems from the fact that captions of two similar images are identical or similar, which results in smaller pairwise distances and thus the optimal values of the threshold are much smaller than those for the image features. We show the results on the second dataset in Fig. 19, which show similar tendencies.

4.3.3 Ablation Study and Examples

For the fifth kind of experiments on the influence of using the coordinate information, we show the results with the first dataset in Fig. 20. We set $d = 0$ to ignore the influence and measured the performance by varying $\theta$ as in the third kind of experiments. Compared with Fig. 16, the performance of the caption feature deteriorated while those of the other two features not. The reason could be attributed to the existence of the position information in the latter two unlike in the caption feature. Figure 21 shows the results of the second dataset, which shows similar tendencies.

To investigate the difference in the caption features and the image features, we show in Fig. 22 an example (the purple rectangle) of anomalous regions detected by the caption feature method and overlooked by the image feature method. To the region, DenseCap generated a caption “a basket on the back of the chair”, which helped the caption features by providing semantic information not easily obtained from the image features. Note that even the caption is wrong in our sense, it was useful in our

---

4Our combined feature method successfully detected this example.
task of detecting anomalous image regions. We also show in Fig. 23 an example of anomalous regions (the red rectangle) detected by the method with the image features and overlooked by the method with the caption features\(^5\). To the region, DenseCap generated a caption “a man playing a game”, which “fooled” the caption feature method by providing wrong information. Though there is no image in which a person is playing a game in the training data, DenseCap generated by error a caption “a man playing a video game” to several regions in training images. The region in the training data is the cause of the overlook by the caption feature method.

5 CONCLUSIONS

We proposed an anomalous region detection method from an image based on deep captioning. Deep captioning allows us to exploit the domain knowledge in Visual Genome (Krishna et al., 2017), which consists of a set of pairs of image regions and their captions, in our task. By processing the captions with a word embedding method Word2Vec, our anomalous detection is conducted at the semantic level. Our experiments show the superiority of our method over the baseline methods which rely on either image features or the caption features. Recent experiments further showed that our method is also effective against unseen objects in the training data and misclassified objects by image captioning to some extent.

Our ongoing work includes finalizing an autonomous mobile robot for anomaly detection from its observation. Such a robot is able to integrate visual information with verbal information and thus has a large potential in a variety of tasks. The challenge compared with multi-modal DNNs (Ngiam et al., 2011) is how to exploit deep captioning model trained on other data, though our approach can be applied to domains with much less data. Equipping deep reinforcement learning on the robot (Zhu et al., 2017) is one of our next goals. Integration with our human monitoring on skeletons (Deguchi and Suzuki, 2015; Deguchi et al., 2017) and facial expressions (Kondo et al., 2014; Fujita et al., 2019) are also promising. Using high-level feedbacks from humans is another important issue, which would overcome the inefficiency of online learning with lower-level rewards.
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