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Abstract: Behavior-based interventions can prevent and/or treat many common chronic diseases, but few clinical research studies incorporate behavioral data. Collecting behavioral data on a large-scale is time-consuming and expensive. Fortunately, electronic health records (EHRs) are an incidental source of population-level behavioral data captured in clinical narratives as unstructured, free text. Here, we developed and evaluated three supervised text classification models for stratifying clinical chart notes based on use of yoga, a behavioral determinant of health that is linked to stress-management and the prevention and treatment of chronic disease. We demonstrate that yoga can be extracted from the EHR and classified into meaningful use cases for inclusion in clinical research.

1 INTRODUCTION

Modifiable behavioral risk factors are the key drivers of the most prevalent chronic diseases worldwide (Forouzanfar et al., 2016). These diseases, cardiovascular disease, cancer, respiratory disease and diabetes, are the leading causes of premature death and disability, and the treatment and lost productivity costs they incur have a tremendous impact on local economies (Waters and Graf, 2018; Jakovljevic et al., 2019). Even though we know behavior-based interventions can, in many cases, prevent and/or reverse the course of disease, incidence of chronic disease continues to rise (World Health Organization, 2019). This is in part because capturing relevant behavioral determinants of health for inclusion in clinical research can be an elusive task.

An underutilized but potentially abundant source of behavioral data at the population level is the electronic health record (EHR). EHRs are an ever-growing bank of patient data and clinical care data worldwide. Secondary use of EHR data for clinical research to improve patient care and conduct population-based studies is an increasingly active area of research (Jensen et al., 2012). There have been recent calls to formalize and standardize the collection of social and behavioral data by healthcare providers for inclusion in EHRs (Adler and Stead, 2015). And electronic portals that enable patients to contribute information that may not be collected by their providers are on the horizon (Mafi et al., 2018; Gheorghiu and Hagens, 2017). However, as it currently stands, behavioral data is captured in the clinical narratives of the EHR as unstructured, free text. Clinical narratives are information rich but difficult to analyze on a large-scale because the data is not standardized; the format, level of detail, and shorthand style of these notes vary at the discretion of each clinician. Software packages that use natural language processing have been developed and, in some cases, widely adopted to perform named entity recognition and information retrieval for medical terms in biomedical and clinical text (Kreimeyer et al., 2017; Soysal et al., 2017; Aronson and Lang, 2010; Savova et al., 2010). But there are no comparable tools to explore behavioral risk factors embedded in the EHR.

In this work, we developed and evaluated three supervised classification models for stratifying clinical chart notes based on use of the word “yoga”, a practice based in controlled breathing, movement, and meditation, as a behavioral determinant of health. We focus on yoga because of its implications in stress-management for the prevention and treatment of chronic diseases (Pascoe and Bauer, 2015; Kiecolt-Glaser et al., 2010). Stress is a pervasive, modifi-
able risk factor that drives other behavioral risk factors including: unhealthy diet, lack of exercise, and alcohol and tobacco use. Small-scale studies suggest yoga may effectively prevent and/or treat chronic diseases by training the relaxation response to robustly counter a protracted stress response. Larger validation studies can be conducted on yoga and other behavior-based interventions with EHR data, but first, we must be able to identify relevant patient cohorts. Here, we take an important step toward achieving this goal by generating baseline models to classify health-related behaviors documented in the unstructured text of the EHR.

2 METHODS

We mined EHR data at Penn Medicine, a large regional medical center, to explore if the practice of yoga could be identified and classified into meaningful use cases for inclusion in clinical research. The steps we took to extract, annotate, and classify the data are described in the following subsections.

2.1 Data Collection

To identify medical charts with yoga mentions, we used PennSeek, a tool that enables search in the unstructured text of EHRs. We queried the EHR for the word “yoga” in outpatient clinical chart notes written between November 15, 2006 and November 16, 2016. The results were filtered to exclude notes corresponding to patients under the age of 19, leaving 61,976 unique chart notes with yoga mentions. To develop a supervised classifier, we took a random sample of 4,250 yoga notes for use as the corpus for this paper.

2.2 Annotation

Use of the word yoga in clinical chart notes is generally straightforward and can be represented by five annotation classes: lifestyle, treatment, recommendation, asynchronous, and miscellaneous. The lifestyle class includes clinicians recording a patient’s lifestyle-based yoga practice, e.g., “exercise: yoga classes 3x a week”. The treatment class includes clinicians recording a patient’s use of yoga as self-directed treatment for a specified medical condition, e.g., “started yoga for osteoporosis”. The recommendation class includes clinicians proposing yoga as treatment to a patient for a specified medical condition, e.g., “advised yoga for her neck and back pain”. The asynchronous class includes clinicians recording a patient’s past use of yoga or an intention for future use, e.g., “tried yoga in the past without benefit” and “she is interested in doing yoga or something because of her hypertension”. And the miscellaneous class includes mentions of the word yoga that are not relevant to the patient’s health-related behavior, e.g., “she reports only wearing stretchy yoga pants”.

2.3 Classification

We developed and evaluated three supervised classifiers to classify the annotated yoga notes. Our goal was to determine if we could meaningfully separate the annotated classes with an automated classification pipeline.

The models were trained, tuned, and tested on the set of 4,250 annotated yoga notes (Figure 1). We used a stratified 80/20 split to generate training and test sets. Following standard preprocessing steps to remove symbols, punctuation, and case, each note was represented by a short yoga-containing phrase based on a given context window, i.e., a set number of words before and after “yoga”. We experimented with feature sets of unigrams and bigrams generated from...
Table 1: Classifier performance by context window. The context windows are centered on the word yoga. mNB: multinomial Naïve Bayes, RF: random forest, SVM: support vector machine.

<table>
<thead>
<tr>
<th>Context window</th>
<th>Macro-averaged F1 score</th>
<th>Balanced accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mNB</td>
<td>RF</td>
</tr>
<tr>
<td>4</td>
<td>0.726</td>
<td>0.742</td>
</tr>
<tr>
<td>8</td>
<td>0.722</td>
<td>0.715</td>
</tr>
<tr>
<td>12</td>
<td>0.696</td>
<td>0.691</td>
</tr>
<tr>
<td>16</td>
<td>0.670</td>
<td>0.686</td>
</tr>
</tbody>
</table>


We evaluated three classifiers - multinomial Naïve Bayes (mNB), support vector machine (SVM), and random forest (RF). For hyperparameter optimization and feature selection for each classifier, we used stratified 5-fold cross validation in the training set. Classifiers were evaluated based on macro-averaged F1-scores and balanced accuracies across classes and by precision and recall in individual classes. Text processing and classification were done in Python version 3.6.5 with the Natural Language Toolkit (NLTK version 3.4.1) and Scikit-learn (sklearn version 0.21.2) (Bird et al., 2009; Pedregosa et al., 2011).

3 RESULTS AND DISCUSSION

3.1 Annotation

In this data set, use of the word yoga is context-dependent and generally unambiguous to the human reader. The entire 4,250 note corpus was annotated by one annotator (first author). From this corpus, approximately 10% of notes (n = 429) were selected at random for annotation by a second independent annotator (second author). The inter-annotator agreement was $\kappa = 0.82$ (Cohen’s Kappa). The annotators disagreed on 52 notes. This discrepancy was almost entirely focused on notes reporting symptom onset and/or injury during a yoga practice, e.g., “she feels hip pain was caused by yoga”. One annotator labeled these cases lifestyle because the notes imply the patient uses yoga. The other annotator labeled these cases asynchronous because it is not clear when the event occurred or if the patient regularly or currently uses yoga. A consensus was reached to label these notes asynchronous with consideration for downstream analyses that will require knowing if a patient is using yoga at the time of a clinical encounter.

In total, 2,408 (57%) yoga notes were annotated as lifestyle; 717 (17%) were annotated as asynchronous; 541 (13%) were annotated at treatment; 400 (9%) were annotated as recommendation; and 184 (4%) were annotated as miscellaneous. Class imbalance was expected due to variability in patient behaviors, patient reporting, and clinician documentation. The uneven distribution of yoga notes across classes underscores the need for a classification pipeline that can identify the minority class use cases. Consistent identification of the treatment and recommendation classes in particular will be important for downstream analysis.

3.2 Classification

Classifier performance is presented in Table 1. The macro-averaged F1 scores and balanced accuracies are shown for each classifier, by context window. Here, the context windows correspond to short phrases centered on “yoga” ± 4, 8, 12, or 16 words.

The mNB, RF, and SVM have similar average F1 scores within each context window. For all three classifiers, the average F1 scores decrease as the length of the context window increases. The F1 scores for individual classes showed some variation as the size of the context window changed, but in all classes except the miscellaneous class, models using the shortest context window (length 4) achieved the highest scores.

We used balanced accuracy as a weighted metric to account for the class imbalance in our dataset. The differences in balanced accuracies between the mNB, RF, and SVM models within each context window are negligible. Consistent with the average F1
scores, for all three classifiers the balanced accuracy is marginally higher when the feature space is generated by a shorter context window. Within classes, the accuracies across models and context windows showed more pronounced variation. We see accuracies of 83-95% for the lifestyle class, 54-61% for the treatment class, 69-80% for the recommendation class, 36-69% for the asynchronous class and 62-76% for the miscellaneous class. This variation highlights the importance of the feature space and suggests the context window can be optimized to prioritize performance on an individual class. For the remainder of this paper, we use the results generated with a context window of length 4.

To determine if we could identify meaningful use cases of yoga from mentions in the EHR, we evaluated the precision and recall performance of the mNB, RF, and SVM classifiers for each class. Figure 2 shows the trade-off between precision and recall by class and classifier. For this task, we are most interested in the three classes that represent use cases of yoga: lifestyle, treatment, and recommendation. The lifestyle class has substantially more training instances than the other classes and, while mNB has the highest precision (0.867) and RF has the highest recall (0.946) for this class, all three classifiers are able to correctly identify most cases of lifestyle-based yoga. For the treatment class, the RF model achieves the highest precision score (0.757) and the SVM model returns the highest recall score (0.583). The precision score shows a reasonable positive predictive value to identify treatment-based use of yoga, but the low recall score reflects a high false negative rate. In the recommendation class, the RF model has the highest scores for both precision (0.813) and recall (0.763), showing a respectable performance in the identification of clinician-recommended yoga use cases.

Although the macro-averaged F1 scores and balanced accuracies in Table 1 suggest only trivial performance advantages for any given model, the precision and recall plots illustrate the underlying variability in classifier performance by class. The performance discrepancies are attributable to both the number of training instances per class and, perhaps to an even greater extent, to the specificity and uniformity of the vocabularies. For example, the vocabulary in the lifestyle, treatment, and asynchronous classes is largely shared, containing phrases such as, “doing yoga” in different contexts (i.e., “is doing yoga weekly”, “is doing yoga for anxiety”, “was doing yoga”). We see evidence for this in the confusion matrices (Figure 3). Among all misclassifications of the lifestyle class, 50-60% are labeled as asynchronous and 24-25% are labeled as treatment. Similarly, 52-78% of treatment misclassifications are labeled as lifestyle and 20-30% are labeled as asynchronous. The vocabulary in the recommendation class includes specific words such as, “suggested”, “recommended”, and “encouraged”. Nonetheless, the recommendation class vocabulary is not unique; it includes phrases that appear in multiple contexts like, “do yoga”, as in, “I encouraged her to do yoga”, which is also included in notes that read: “he continues to do yoga”, or “she can no longer do yoga”. In the confusion matrices,
33–58% of recommendation misclassifications are labeled lifestyle and 25–52% are labeled asynchronous.

The results of these models provide a baseline for classifying mentions of “yoga” in clinical narratives. The differences we observe in precision and recall by class and classifier demonstrate that one model is not the best in all cases. An ensemble method that leverages the strengths of each model may improve classification accuracies. In addition, analysis of the misclassifications underscores the challenges of working with common vocabularies and suggests performance improvements may require a curated feature set or more sophisticated methods like word embeddings based on neural networks.

Despite the inherent challenges of working with unstructured text in clinical narratives, the results of this study demonstrate that yoga can be extracted from the EHR and classified into meaningful use cases for clinical research. Identifying use cases of yoga in the EHR provides an opportunity to conduct observational studies on the use and effectiveness of yoga in large patient populations including, for example, how yoga interfaces with mainstream medicine, how patients use yoga as treatment, and how yoga contributes to disease prevention (Penrod et al., 2019). Although this paper is focused on yoga, all behavioral determinants of health present a multi-class classification problem and the lifestyle, recommendation, and asynchronous labels are likely to be recurrent themes. Together, the baseline performance of three classifiers in this task and the broad application potential motivate our ongoing efforts. We will extend this work by building more advanced models to ensure the minority classes can be reliably identified in this domain, and ultimately, to develop a classification pipeline that generalizes beyond yoga.

4 CONCLUSION

In this paper, we demonstrated that the practice of yoga, a behavioral determinant of health, can be extracted from the unstructured text of the EHR and classified into meaningful use cases for clinical research. The classification results we presented suggest the context window and the classification models can be optimized to maximize the precision, recall, or F1 scores to prioritize performance on individual classes. We provide these results as a baseline to which more sophisticated text classification models can be compared. This paper is a step in the direction toward more integrated clinical research that includes the effects of behavioral factors on health and disease.
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