Simultaneous Visual Context-aware Path Prediction
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Abstract: Autonomous cars need to understand the environment around it to avoid accidents. Moving objects like pedestrians and cyclists affect the decisions of driving direction and behavior. And pedestrian is not always one-person. Therefore, we must know simultaneously how many people is in around environment. Thus, path prediction should be understanding the current state. For solving this problem, we propose path prediction method consider the moving context obtained by dashcams. Conventional methods receive the surrounding environment and positions, and output probability values. On the other hand, our approach predicts probabilistic paths by using visual information. Our method is an encoder-predictor model based on convolutional long short-term memory (ConvLSTM). ConvLSTM extracts visual information from object coordinates and images. We examine two types of images as input and two types of model. These images are related to people context, which is made from trimmed people’s positions and uncaptured background. Two types of model are recursively or not recursively decoder inputs. These models differ in decoder inputs because future images cannot obtain. Our results show visual context includes useful information and provides better prediction results than using only coordinates. Moreover, we show our method can easily extend to predict multi-person simultaneously.

1 INTRODUCTION

Paths prediction is strongly required by many applications (e.g., autonomous driving, robot navigation, and congestion forecasts). In particular, there have been many studies on autonomous driving. Autonomous driving needs high precision performance in complex environments. Thus, scene understanding is needed to perceive the environment around the car. Scene understanding has rapidly progressed over the last few years. It has been used to interpret risky regions (Kozuka and Niebles, 2017), (Zeng et al., 2017a) and visual explanations (Fukui et al., 2019), (Xu et al., 2015). Scene understanding is needed for long-time prediction because vehicles move at high speed. But people are affected by many factors such as the scene environment, road signs, human-human interactions, and people’s beliefs. Therefore, predicting the hidden states of people is necessary to predict people’s paths. We represent the hidden state as the probability distributions from the driver’s viewpoint for the future. Probability is the key to prevent collisions by predicting future action to ensure safe driving on the road because probability values can show how the risk in the prediction areas.

Inspired by representation-based scene understanding methods, we propose an approach to predict the paths of people (including pedestrians and cyclists) by using dashcams in long-time horizons with uncertainty estimates.

Our contributions are as follows:

- For scene understanding, previous methods are image generation, risky region interpretation, and visual explanation. We apply these methods to path prediction by using dashcams.
- The surrounding environment can represent various data types like bounding box, segmentation, and optical flow. We compare how using visual context images can improve prediction. We compare using visual context images with two types of image: RGB and optical flow.
- In the future prediction, we do not know how visual context images can obtain. We compare two types of model, which differ what context images input to the predictor.
2 RELATED WORK

2.1 Vector-based Predictions

Path prediction methods by using vectors have been proposed (Bhattacharyya et al., 2017), (Zhang et al., 2019), (Du et al., 2018), (Deo and Trivedi, 2018), (Kooij et al., 2014). These approaches use coordinates or velocities to indicate the movement of the prediction target as input data and prediction results. (Bhattacharyya et al., 2017) proposed an on-board path prediction method. This method inputs bounding box information into an encoder-decoder based network, and the output bounding box indicates the future target location in a set of image coordinates. They introduce odometry information (i.e., speed and angle) as additional inputs, which enables us to predict paths under a dynamic environment.

In contrast to the vector-based prediction methods, our method inputs image data representing target locations and probabilistically predicts target locations in each set of image coordinates. Our method can explain how visual contexts have effective information and how this is easily extended to predictions of multiple targets.

2.2 Image-based Predictions

Prediction methods using image data have also been proposed not only for path prediction problems (Rehder et al., 2017), (Makansi et al., 2019) but also another prediction problems (Palazzi et al., 2017), (Shi et al., 2015), (Bazzani et al., 2017). Image-based path prediction methods use feature values extracted by using a convolutional neural network (CNN) and the bounding boxes of the prediction targets as inputs. Then, these data are input to a deep neural network (DNN) (Hinton and Salakhutdinov, 2006), which predicts future target locations.

However, convoluted image data have many feature values. Thus, those feature values and bounding boxes inputted to the DNN cause a problem because the precious features of the bounding box disappear.

An effective obtainment from the image method has been proposed by using a probabilistic attention sight (Palazzi et al., 2017), (Bazzani et al., 2017), forecasting segmentation by using segmentation images (Luc et al., 2018), and probability prediction of mixture probability distribution with images made from trimmed people’s positions (Makansi et al., 2019).

Methods to extract features from images have been proposed (Tran et al., 2015), (Shi et al., 2015), (Zeng et al., 2017b), (Hsieh et al., 2018). (Shi et al., 2015) proposed an encoder-predictor network which is also called encoding-forecasting structure. The encoder-predictor model consists of convolutional long short-term memory (ConvLSTM). ConvLSTM is a recursive learning method with requiring inputted image features. The ConvLSTM network we used is shown in Figure 1. The ConvLSTM consists of convolution layers and long term-short memory (LSTM) (Hochreiter and Schmidhuber, 1997). Learning by LSTM usually needs inputted vectors such as bounding box and odometry. On the other hand, ConvLSTM can use input images features. Input features and previous hidden state’s features are separated into four LSTM gates. ConvLSTM is able to extract image features and learn recursively. This network can robustly predict paths for time sequence behavior.

3 PROPOSED METHOD

In this paper, we propose probabilistic paths prediction by using captured dashcams images. We compare two types of image and two types of model and, evaluate probability rates and the error which of truth and prediction images. We explain the details of our proposed method. Our approach also does not depends on the number of people. Thus, we perform a one-person prediction experiment and a multi-person prediction experiment to verify this.

3.1 Context Images

The two types of image that are compared are RGB and optical flow. RGB images are the ordinary im-
ages captured by dashcams. Optical flow images only have information about movements surrounding objects. We use two types of image, which is made from trimmed people’s positions, and the others background are uncaptured. They have only context about people’s locations. A made image sample is shown in Figure 2.

3.2 Network Architectures

The two types of models that are compared have different inputted decoder images. In this section, a non-context image means black images.

**Model 1**

Model 1 is shown in Figure 3. A non-context image is inputted to predictor each time. This model only predict by using learned parameters in encoder. It means that how this model can predict from visual context in the past.

**Model 2**

Model 2 is shown in Figure 4. This model is recursively input to predictor each time. The first prediction uses the last image of the encoder, and the others prediction use predicted images of each previous time. We verify how the input image in predictor effect to predict between the model 1 and model 2.

3.3 Training Loss

The training loss in learning time is the mean absolute error (MAE) between a truth image and a prediction image, as shown in Eq. 1. The number of prediction frames is $F$, the batch size is $B$, a truth image is $y$, and a prediction image is $\hat{y}$.

$$\text{MAE} = \frac{1}{B} \sum_{b=0}^{B} \frac{1}{F} \sum_{f=0}^{F} (y, \hat{y})_f$$

(1)

4 EXPERIMENTS

First, we evaluate the one-person path prediction in 4.3. Second, we evaluate the multi-person path prediction in 4.4.

4.1 Dataset

Both of the experiments use the Cityscapes Dataset (Cordts et al., 2016). This dataset has first-person view video whose sequence of length 1.8 second (30 frames) obtained by dashcams and bounding boxes. The video resolution is $1024 \times 2048$ pixels. Bounding boxes is automatically annotated using tracking by detection method of (Tang et al., 2016). Annotation were obtained using the Faster R-CNN based method of (Zhang et al., 2017). The coordinates at the top left ($x_1, y_1$) and the bottom right ($x_2, y_2$) are shown for each person’s position.

We also use the Oxford Town Centre dataset (Adam and Jules, 2019). We use only multi-person prediction for evaluating because multi-person is more complex problems. The dataset is a CCTV video, obtained from a surveillance camera, includes approximately 2,200 people.

We make context images by using images and bounding boxes, as explained in 3.1. There are three two of images: RGB and optical flow images converted by FlowNet 2.0 (Ilg et al., 2017). We does not use optical flow as vectors because we predict visual representation paths. We use optical flow color images which is converted vector to color. Them, these have 3 channels.

The optical flow rates are shown in Figure 5a, 5b. This is only people’s location rates of cityscapes dataset. This shows the target person’s movements whose directions are represented by flow. We calculate the rate of eight directions, which are going counter clockwise, east-northeast (ENE), north-northeast (NNE), north-northwest (NNW), west-northwest (WNW), west-southwest (WSW), south-southwest (SSW), south-southeast (SSE), and east-southeast (ESE). This analysis shows optical flow rates does not differ on whether it is a one-person dataset or a multi-person dataset in training and testing.

4.2 Evaluation Metrics

In this paper, we evaluate the path prediction accuracy by using two performance indicators. We use negative log likelihood (NLL) (which indicates probability distribution error) and mean IoU (recall and precision).

The NLL evaluates the probabilistic differences between a prediction and true probability distribution. In our experiments, we normalize the output values to keep the property of probability distribution by using the maximum output values and evaluate one.

The mean IoU (mIoU) calculates the average rate of prediction probability in a truth bounding box and a prediction area. We evaluate it by using precision and recall rate. The precision rate is the rate of truth bounding box range to the predicted distribution. In contrast, the recall rate is the rate of predicted distribution to the truth bounding box range. High precision means predictive quality. And high recall means
4.3 One-person Prediction

First, we evaluate one-person prediction using the Cityscapes Dataset. The number of training samples is 6,792 videos, and the number of testing samples is 3,523 videos. The learning time is 10 epochs, and the mini-batch size is 2. We use the Adam optimizer, of which the learning rate is 0.001. Both input images (observation) and prediction images (future) are 10 frames. The images size is $128 \times 256$ pixels. In this experiment, we compare two types of model and two types of image.

4.3.1 Probability Distribution Error

For evaluating the probability distribution error, we use the model of (Bhattacharyya et al., 2017) as a baseline model. The results are shown in Table 1. All of the results are lower than the baseline model. Among the images, using optical flow images lowered the error. It showed the optical flow has effective movement context but the RGB images have noise context for prediction. However, it is not big different no matter what model to predict between models.

4.3.2 mIoU

The mIoU is shown in Figure 6a, 6b; the horizontal axis is the threshold range 0.0 to 1.0, and the vertical axis is the precision or recall rate in each bounding box average. The rate is calculated by the average over every prediction frame and the number of testing samples. From both results, the RGB images predict approximately the same lower probability in the bounding box area. On the other hand, optical flow images are able to predict higher probability in the
Figure 6: (a) Precision and (b) recall rates of one-person prediction on Cityscapes dataset.

bounding box area. In the models using flow image, recall is higher than precision when the threshold is between 0.1 and 0.9. It show that these model predict distribution close to truth bounding box area.

4.3.3 Visual Results for One-person

We show the only using optical flow images model in Figure 7, 8, which is the highest accuracy in Figure 6b. Model 1 leads to a lower prediction than model 2 in the first time of prediction, show in Figure 7. And Model 1 also predict distribution that is slightly larger than the true value region. On the other hand, Model 2 can predicts high probability distribution in the truth bounding box area. In path prediction, model 1 is also the lower prediction, shown in Figure 8 but both models predict approximately same paths. These results show that the recursive input images of predictor (model 2) effects better to non-recursive model (model 1) in the case of one-person prediction.

4.4 Multi-person Prediction

We also experiment on multi-person paths prediction. It is a more complex problem than one-person path prediction because people influence others objects. Therefore, we use the Cityscapes Dataset as we did for the one-person prediction and Oxford Town Centre Dataset. Cityscapes dataset’s training samples are 1,978 videos, and the testing samples are 1,036 videos. The training conditions such as the learning time and the optimization are the same as those of the one-person prediction. Town Centre dataset’s training samples are 135 videos, and the testing samples are 57 videos. The condition is also same as experiment using Cityscapes dataset, but image size is $135 \times 240$ pixels and the learning time is 200 epochs.

We also compare two models (non-recursive and recursive predictor) and two types of image (RGB and optical flow).

4.4.1 Probability Distribution Error

Models using optical flow image are the lower error than the baseline model, show in Table 2. This does not show a big difference as to which model is suitable for prediction. However, using Town Centre dataset is lower than Cityscapes dataset. This is probably because Town Centre dataset is obtained by fixed camera, so there are no rapidly movement samples.

4.4.2 mIoU

The mIoU is shown in Figure 9a, 9b, 10a, 10b. As the results, RGB images predict almost the same low probability in bounding box area, show in Figure 9a, 9b. On the other hand, models using optical flow images predict high probability in bounding box area. In using optical flow models, the higher overlap rate is in the order of model 2, 1. These results show using recursively context image have the better effect on prediction than using non-context images. The models used Town Centre dataset is also almost same result, show in Figure 10a, 10b. However, predictions with low threshold is high recall for both models and images. This is thought to be because there is little information on movement by flow obtained from the bird’s-eye view.

4.4.3 Visual Results for Multi-person Prediction

We show the only using optical flow images model in Figure 11, 12, 13, 14, which is the highest accuracy in Figure 9b, 10b. Figure 11, 12 are the results of Cityscapes dataset. Figure 13, 14 are the results of Town Centre dataset. Figure 11, 13 show the probability prediction with truth bounding boxes for each time. Figure 12, 14 show path predictions with path defined the truth bottom bounding boxes as truth paths. Both models gradually decrease the probability

Table 2: NLL of predictive distribution.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prediction frames</th>
<th>Image</th>
<th>Cityscapes</th>
<th>Town centre</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-Bayesian</td>
<td>8</td>
<td>rgb</td>
<td>3.92</td>
<td>-</td>
</tr>
<tr>
<td>Our model 1</td>
<td>10</td>
<td>rgb</td>
<td>0.692</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td></td>
<td>flow</td>
<td>0.690</td>
<td>0.650</td>
</tr>
<tr>
<td>Our model 2</td>
<td>10</td>
<td>rgb</td>
<td>0.692</td>
<td>0.670</td>
</tr>
<tr>
<td></td>
<td></td>
<td>flow</td>
<td>0.690</td>
<td>0.650</td>
</tr>
</tbody>
</table>
Figure 7: Prediction results of one-person prediction on Cityscapes dataset.

Figure 8: Path prediction results of one-person prediction on Cityscapes dataset.

Figure 9: (a) Precision and (b) recall rates of multi-person prediction on Cityscapes dataset.

Figure 10: (a) Precision and (b) recall rates of multi-person prediction on Town Centre dataset.

in time sequence as shown in Figure 11, 13. The reason for the results seems to be that the learning features in the encoder have disappeared in the predictor as time has progressed. In using Cityscapes dataset, model 2 predict high probability in the first prediction compared to model 1. Predicted paths are overlap each other in progressing time, as show in Figure 12. However, paths are predicted low probability in
model 1. On the other hand, model 2 is able to predict high probability until the last prediction time. The model 2 using Town Centre dataset are also higher prediction than model 1 in the first prediction time, as shown Figure 13. Figure 14 shows all models are predictable along each the truth path. From the above results, recursive model (model 2) can predict better than non-recursive model (model 1).

5 CONCLUSIONS

We proposed a probabilistic paths prediction method based on an encoder-predictor model. The proposed method uses context images which visually represents the state and movement of people’s positions. The conventional encoder-predictor model applies to images generation. We applied it to paths prediction with expressing probability distribution. We made context images for getting effective information, and evaluated two types of images and two models in one-person and multi-person prediction. The experimental results show optical flow image can get better values than RGB images. And we also show that model 2, which input the last image of encoder and recursively input images in predictor, is better than a non-recursive model. Our future work includes planning to predict individual paths in multi-person prediction.
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Figure 11: Prediction results of multi-person prediction on Cityscapes dataset.

Figure 12: Path prediction results of multi-person prediction on Cityscapes dataset.

Figure 13: Prediction results of multi-person prediction on Town Centre dataset.

Figure 14: Path prediction results of multi-person prediction on Town Centre dataset.