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Abstract: Most user interfaces (UIs) do not consider user intentions behind their manipulations and show only fixed responses. UIs could contribute to more effective work if they are made so as to infer user intentions and to respond proactively to the operations. This paper focuses on users’ swipe gestures on touch screens, and it proposes IntelliSwipe, which adaptively adjusts the scroll amount of swipe gestures based on the inference of user intentions, that is, what they want to see. The remarkable function of IntelliSwipe is to judge user intentions by considering visual features of the content that users are seeing while previous studies have only focused on the mapping from user operations to their intentions. We implemented IntelliSwipe on an Android tablet. A case study revealed that IntelliSwipe enabled users to scroll a page to the proper position just by swiping.

1 INTRODUCTION

This paper addresses the problem of “how a UI should respond to user input.” Most UIs provide a reactive response; they are unaware of what users want to do and show only fixed responses towards their input. However, a proactive UI (PUI) infers the intentions behind users’ manipulations and adaptively changes its behavior to help the user achieve her or his goals. A PUI has the potential to require fewer user operations and to enable users to execute their tasks in a more efficient way.

Few studies have addressed the problem of generating a UI’s proactive responses. Although many intelligent UIs (IUIs) show adaptive behavior based on the inferences of what a user wants, most of these approaches focus on recommendations, that is, what a UI should show before a user does an operation. For example, methods to adapt menus or content so that users can quickly access what they want are actively being proposed (Soh et al., 2017; Gobert et al., 2019; Todi et al., 2018).

Previous studies have allowed users to reduce time and the number of user operations, but there is still room for further research. One problem is that the user’s tapping and could reduce the word error rate. Kwok et al. focused on mouse operations (Kwok et al., 2018). They proposed a model that predicts a user’s next interaction using past mouse movements, and they applied the model to the detection of non-intentional clicks. Delphian desktop (Asano et al., 2005) more proactively intervenes user operations to enhance mouse-based interaction. It predicts the goal of a moving cursor based on its velocity and makes the cursor “jump” to the most probable icon that a user intends to point. The jumping cursor successfully decreased users’ time to point their targets.

Previous studies have allowed users to reduce time and the number of user operations, but there is still room for further research. One problem is that the
Inference of user intentions was based mainly on a user’s ongoing operations and not able to be applied on the situation in which a user formulated an intention. Suppose that you find an advertisement on a website and intend to skip it. You can only see the head of the advertisement first, so you do not exactly know how much you should scroll to get past it. Then, you try scrolling a little, check the screen, find that the advertisement still continues, and scroll again. You repeat this loop until you find the tail of the advertisement. Here, your operations are not connected directly with the original goal to skip the advertisement but with the subgoal of checking succeeding content. Because even the users do not know how much they should scroll, a system cannot infer the final target of scrolling if it only focuses on user operations.

In this paper, we propose IntelliSwipe (Fig. 1), which enables touch-screen systems to respond adaptively towards users’ swipe gestures considering the user intentions, or what they want to see (or skip). IntelliSwipe acquires users’ manipulation history and learns to infer user intentions based on visual features of the content. When a user swipes, IntelliSwipe successfully evaluates the content on the display and tries to adjust the scrolling to the desired position. Users just need to swipe once to scroll if IntelliSwipe properly infers their intentions.

We implemented IntelliSwipe on an Android tablet and conducted a case study. Participants were requested to work on a web-based task that we prepared. We trained IntelliSwipe with the manipulation history and examined the learned behavior. The results showed that IntelliSwipe enabled users to scroll a page to the proper position when a user swiped.

This paper is structured as follows. Section 2 presents related work and the background of IntelliSwipe. Section 3 proposes IntelliSwipe and describes how it enhances users’ swipe operations. Section 4 explains a case study to evaluate IntelliSwipe and discusses the learned behavior. Section 5 describes the limitations and the future directions of the proactive touch-screen UI. Section 6 concludes the paper.

2 BACKGROUND

2.1 Designing Manipulation on Touch Screen

Touch screens are widely accepted in our daily life because of their usability. Many designers have tried to define the correspondence between a user’s operations and their effects for more natural and intuitive manipulations (Malik et al., 2005; Wu et al., 2006). One measure of well-defined gestures is the similarity of the effects on the operation of physical objects. When you slide your finger on a touch screen, the content on the screen follows the movement of your finger as if you are touching a paper document. Such realistic behavior improves the predictability of the system’s responses to user’s manipulations and reduces the gulf of execution, or the gap between a user’s goal and the allowable actions (Norman, 2013).

However, realistic behavior can also be a restriction. If you want a large amount of scrolling or movement, you need to repeat the gesture many times. Proactive UI has the potential to address this problem. Though it may also increase the unpredictability of the system (Paymans et al., 2004), we can expect that a UI can reduce the number of operations and cognitive costs by inferring the intentions and proactively supporting them.

2.2 Intelligent User Interface

UIs attempt to improve human-computer interactions using adaptive behavior based on the models of users and the environment (Wahltse and Maybury, 1998). UIs have addressed problems such as personalization, information filtering, and splitting the user’s job (Alvarez-Cortes et al., 2007).

Especially with introducing machine learning, data-driven UIs should be able to deal autonomously with countless possible contexts based on actual usage history data and to exceed a human designer’s imagination. Utilization of a user’s usage history has been attempted for enabling UIs to adapt such as by self-adapting menus on a website (Gobert et al., 2019) and by designing application forms (Rahman and Nandi, 2019).

Some studies have approached the problem of a UI’s proactive responses when user input is provided. They enabled UIs to correct user misoperations (Kwok et al., 2018; Fowler et al., 2015) or to provide shortcuts to their targets (Asano et al., 2005) by inferring user intentions behind their manipulations and changing the responses adaptively.

We argue that previous studies cannot be applied to users’ complex operations. For explanation, we introduce Norman’s model of how users interact with systems (Norman, 2013). The model is broadly divided into two processes: execution and evaluation (Fig. 2). In the execution process, users are considered to choose a plan to achieve their goals, specify an action sequence for the plan, and perform it. Through these actions, the status of the system changes. Then,
users perceive the responses from the system, interpret them, and evaluate the current situation. Users may reformulate their goals based on the results of their operation and proceed to the execution process again until they achieve their goals.

Proactive responses in previous studies were completed in the execution process. They mapped user operations being performed to their goals and intervened with the operations for the inferred goals in the performance stage. However, they were not capable of recognizing or evaluating the situation. Although this approach works when we focus on low-level goals for which users do not have to repeat the execution-evaluation loop, it is difficult to support users’ higher-level goals that require them to repeat the loop and to set subgoals depending on the situation. Achieving higher-level goals requires longer time and more cognitive loads, so systems will contribute to reducing time and the number of operations more if they can deal with users’ high-level goals. Moreover, user intentions may differ even if they show the same operations. We can expect that systems can interpret an operation more precisely by considering the situation in which the operation was performed.

In addition, previous studies have focused on the problem of predicting users’ targets from limited number of candidates. Thanks to the spread of touch screens, we perform more continuous operations such as scrolling, swiping and pinching every day, but little attention has been paid to adapting them.

### 2.3 Shared Autonomy

Shared autonomy is a concept in the field of robotics, one that aims to enable effective robot teleoperation by combining user inputs with autonomous assistance (Ferrell and Sheridan, 1967; Michelman and Allen, 1994; Seno et al., 2018). Users sometimes feel manipulating robots is difficult due to the limitations of manipulation interfaces and the complexity of robots, especially a high degree of freedom. Shared autonomy enables users to operate robots in such situations by inferring the intention of operators from their input and adaptively assisting the accomplishment of their task.

Research on shared autonomy has shown the potential of proactive responses in human-computer interactions. However, the application of shared autonomy is limited to embodied agents, and applicability to UI remains an open question.

### 2.4 Swipes

Swipes involve a gesture to move one’s finger quickly across a touch screen. In common swipe implementations, a page is scrolled along as the finger moves while one’s finger is on the screen, and the scrolling is gradually decelerated after the finger has left. It is called inertia scrolling or momentum scrolling. The amount of scrolling using swipe operations depends only on the speed of the finger.

### 3 INTELLISWIPE

#### 3.1 Approach

IntelliSwipe enhances users’ page scrolling by adjusting the scroll amount when they swipe. IntelliSwipe aims to skip the content that users are not interested in and stop at the desired position for the users, while typical UIs just show inertia scrolling for swipes regardless of the content or the user intentions.

The key idea of IntelliSwipe is that users’ scroll amount reflects their intentions to see or skip what is being displayed. That is, we assume that users show long scrolling when they want to skip the content and scroll finely when there is something interesting for them. IntelliSwipe acquires the usage history of how much users scroll in various situations and learns the relationship between their scroll amount and the content displayed at that time.

Figure 3 shows the overview of the scroll controlling process in IntelliSwipe. While a user is operating, IntelliSwipe continuously captures the screen image shown to the user. Its prediction model predicts the amount of scrolling based on the captured images. IntelliSwipe adjusts the destination of scrolling to the position in which the user is predicted to stop scrolling.

![The information flow of IntelliSwipe](image)

Figure 3: The information flow of IntelliSwipe.
Algorithm 1: IntelliSwipe.

1: \( h \): a queue for captured screen images.
2: \( m_1 \): threshold of \( d_t \) to stop scrolling.
3: \( m_2 \): the upper limit of \( d_t \).
4: \textbf{while} in drawing loop \textbf{do}
5: \textbf{if} detect swipe gesture \textbf{then}
6: \( \text{SWIPING} \leftarrow \text{true}. \)
7: \textbf{end if}
8: \textbf{if} SWIPING \textbf{then}
9: \textbf{end if}
10: Extract the screen images in the last four steps from \( h \).
11: Predict the amount of scrolling \( d_t \).
12: \textbf{if} \( d_t > m_2 \) \textbf{then}
13: \( d_t \leftarrow m_2 \)
14: \textbf{end if}
15: \textbf{if} \( d_t > m_1 \) \textbf{then}
16: \( \text{SWIPING} \leftarrow \text{false}. \)
17: \textbf{else}
18: \textbf{end if}
19: Scroll the page by \( k \cdot d_t \).
20: \textbf{end if}
21: \textbf{end while}

3.2 Implementation

Algorithm 1 shows how IntelliSwipe works in our implementation. In this paper, we only present dealing with one-dimensional vertical scrolling (y-axis), but this can be applied to other dimensions in principle. When a user moves their finger and leaves it at a certain speed, IntelliSwipe detects it as a swipe gesture and starts controlling the UI's behavior. The page keeps scrolling while the prediction model predicts that users will scroll further, and it stops when the predicted amount of scrolling becomes less than a certain threshold \( m_1 \). \( m_2 \) is the upper limit of \( d_t \). \( k \) is a discount rate to avoid rapid movements and achieve gradual deceleration similar to inertia scrolling.

Figure 4 shows the structure of the prediction model. The network is composed of ResNet-50 (He et al., 2016), which is trained to extract the features of the input images, and LSTM (Hochreiter and Schmidhuber, 1997), a deep-learning model for time series information. The input of the prediction model is the screen images captured in the last four steps. The model is expected to predict the scroll amount based on the visual features of the content and the speed and acceleration of the user’s past operations.

4 CASE STUDY

4.1 Overview

A case study was conducted to investigate the behavior of IntelliSwipe. We first collected users’ usage history in a task that we prepared. The collected data were used to train the prediction model. Then, we applied IntelliSwipe with the model to three situations and analyzed the results.

4.2 Apparatus

We deployed an Android tablet (Huawai MediaPad M5), which had an 8.4-inch touch screen (1600 x 2560 pixels). It was used in portrait orientation. The inertia scrolling was disabled when we collected the training data so as to clarify what participants wanted to see or skip. The participants needed to repeat scrolling when they wanted to skip content.

Because the calculation cost of the prediction model was heavy for the tablet, we prepared a server for the calculation. The tablet continuously sent screen images, and the server renewed \( d_t \) at 36 Hz on average. This design requires a certain amount of communication traffic but will be realistic with the spread of 5G networks (Gupta and Jha, 2015).

4.3 Task

We prepared a task in which participants were asked questions in the Japanese language (Tsutsui et al., 2010a; Tsutsui et al., 2010b). The participants worked on the task on web-based applications.

The task was composed of two parts: exercises in grammar and reading comprehension. They were asked in this order. In the grammar exercise page (Fig. 5), grammatical instruction sections and question sections were repeated six times. The mean length of the instruction sections was 8,059 pixels (SD = 865 pixels), so the participants needed to repeat scrolling to reach the question sections. There were eight questions for each instruction section. The participants were requested to answer questions from four choices. The reading comprehension page (Fig. 6) had the same structure as the grammar page, but instruction sections were replaced with...
4.4 Data Acquisition

Participants were four male undergraduate or graduate students majoring in computer science aged 21 to 28 years old (Mean = 24, SD = 2.5). All of them were native Japanese speakers who could solve the grammar exercises without instructions.

During the task, all the participants put the tablet on a desk to manipulate because it was large to hold by hand. Participants read the grammatical instructions in the beginning of the task but gradually began to skip them. In the reading comprehension page, they went back and forth between a document and questions to give right answers.

The data were captured at 64 Hz on average. The total number of the samples was 230,984.

4.5 Training

We trained the prediction model with the users’ usage history data acquired in subsection 4.4. The prediction model was trained to predict the amount of scrolling based on the screen images in the last four steps. The amount of scrolling at time $t$ was defined as the difference in the $y$ coordinates between the current touch point $y_t$ and that of the final point where the user left her or his finger $y_{t^*}$. $$d_{y,t} = y_{t^*} - y_t,$$ (1)

From the data, we removed the samples that were acquired when the participants were not scrolling, and 42,809 samples remained for the training. Figure 7 shows the loss on both the training and validation datasets. After 50 epochs, the loss decreased to 0.00045, which is equivalent to 2.0% of the height of the screen.

![Figure 7: A plot of the losses on training and validation datasets for 50 epochs.](image-url)
Figure 8: The observed behavior in situation 1. The red lines indicate the top boundaries of the display range after IntelliSwipe stopped scrolling. In the first instruction section, IntelliSwipe displayed short scrollings when a swipe was provided (left), whereas it completely skipped the other instruction sections (right). In both sections, IntelliSwipe stopped the scrolling when the question sections appeared.

4.6 Analysis of IntelliSwipe’s Behavior

With the prediction model acquired in subsection 4.4 and 4.5, we analyzed the behavior of IntelliSwipe towards a user’s swipe operations. We prepared three situations that were likely to occur while people were working on the task. In this analysis, swiping means the successive movement in four steps at the speed of 50 pixels per step.

Situation 1 started from the tops of the instruction sections in the grammar page, and we repeated swiping until the following question sections appeared. The scrolling behavior was different between the first instruction section and the others. Figure 8 compares them. In the first instruction section (Fig. 8a), the amount of scrolling by one swipe gesture was shorter than it was in the other sections, where IntelliSwipe completely skipped the content (Fig. 8b). These results reflected the participants’ actual behavior in the data acquisition. They tended to scroll shortly in the first instruction section to check the content but gradually noticed that they did not have to read it and skipped the later ones. Therefore, we can say that this behavior meets the participants’ intentions towards the instruction sections. IntelliSwipe always stopped scrolling when the following question section appeared, and that was also reasonable for the participants who intended to answer all the questions.

In situation 2, we investigated the behavior in a question section. We compared the difference in scrolling behavior resulting from the progress states of answering, that is, how many answers were given. Figure 9 shows the results. IntelliSwipe stopped scrolling soon when no answer was selected, and the
amount of scrolling increased as more answers were given. IntelliSwipe enabled users to skip questions that had already been answered.

Situation 3 focused on the reading comprehension page. We swiped back and forth between a document section and a question section. Figure 10 illustrates the transitions. At the initial position, we can see the whole document section, but the first question was cut off in the middle. We swiped to scroll down from here, and IntelliSwipe stopped the scrolling at the end of the first question. Then, we swiped back, and returned to the position in which the whole document section appeared. Here, we answered the first question and swiped again to scroll down. As a result, IntelliSwipe could stop scrolling when the whole second question appeared to be contrary to the behavior when we swiped first without answering (Fig. 10b).

These results indicate that IntelliSwipe could successfully adapt to user operations. It learned user intentions in various situations from the usage history, and the behavior seemed to assist the accomplishment of this task.

5 LIMITATIONS AND FUTURE WORKS

The results of the case study indicated the potential of IntelliSwipe, but challenges remain to apply IntelliSwipe in actual situations.

One limitation of this study is the assumption that what users want to see or skip is similar. The prediction model may not work if a wide variety of people use a UI with various intentions. For example, what IntelliSwipe acquired in the case study will not work for a user who is not willing to choose the right answer because all the participants in the data acquisition phase seriously made an effort for the task. At least two approaches are possible for this problem. One direction is to collect a large amount of usage history from many users so that the training data can cover any kind of intention that users have. Another way is to train the prediction model with the data only from the target user and personalize IntelliSwipe. We also need to examine whether or not screen images in the last four steps are enough to infer users’ intentions. Using not only visual features but also linguistic information on content is a promising approach.

In addition, the usability of IntelliSwipe should be investigated further. Adaptive behavior sometimes decreases the predictability of the systems, leading to distrust (Antifakos et al., 2005). We need a long-term user study to evaluate the learnability of IntelliSwipe (Paymans et al., 2004).

6 CONCLUSION

In this paper, we proposed IntelliSwipe, which enables touch-sensitive UIs to respond to a user’s swipe operations proactively by considering the user intentions behind her or his manipulations. IntelliSwipe learns what the users want to see (or skip) based on visual features of the content that they watch and enhances their swipe operations by adjusting the scroll amount to the desirable position. In a case study, we applied IntelliSwipe to a web-based task in which users solved exercises for Japanese language examination. We collected users’ usage history on the task and analyzed the behavior acquired with the data. The results showed that IntelliSwipe could adaptively scroll pages to the desired positions for the users.
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