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Abstract: Artificial Neural Network (ANN) has gained considerable attention in many fields, including medicine. Despite this, many physicians are still oblivious to the concept of ANN. In this paper, therefore, we attempt to provide an overview of the features of ANN. In addition, performance comparison in medical disease prediction between ANN and regression as a standard statistical technique is also conducted. This is due to the proficiency of ANN in modeling complex, non-linear relationships which makes it highly attractive for diagnostic or prognostic purposes. It can be concluded that ANN has similar performance to, and in some cases, is better than regression.

1 BACKGROUND

In the last few decades, artificial intelligence (AI) has gained increasing popularity among researchers. AI is a new technology in computer science and is distinguished from conventional computers. Whereas its counterpart could only perform specific tasks based on instructions given or often referred as program (software), AI tries to adopt the flexibility of the human brain (Sazli, 2006).

One of the most popular branches of AI is that of artificial neural networks (ANN). ANN is an information processing system that resembles biological neural networks (Haykin, 2009); ANN has been used extensively in many disciplines, including medicine (Ramesh et al., 2004). Despite its potential, ANN is nevertheless still unknown to many practitioners. Therefore, we will provide an overview of ANN that includes definition, components, architecture, training methods and the backpropagation method. In the future, it is expected that not only will more physicians become familiar with this method, but that they will also be able to properly apply this method.

The application of ANN is mostly used for prediction and modeling. In order to provide a more comprehensive understanding of ANN’s application in medical disease prediction specifically, comparative studies of ANN and standard statistical analysis are also discussed.

2 METHOD

The literature search was conducted using the terms ‘neural network’, ‘prediction’ and ‘regression’ from the year 2000 to the present. Comparison studies were limited to medical applications. Titles and abstracts were reviewed to identify papers that could contribute to this discussion, and full-text versions were acquired.

3 DISCUSSION

3.1 Definition of ANN

ANN is a mathematical representation of the human neural architecture, and reflect its learning and generalization abilities (Dave and Dutta, 2014). In ANN, information processing occurs in elements called neurons. Signals are transmitted from one neuron to another through connection. Each connection has a synaptic weight that is multiplied with the input signal. Each neuron then applies an
activation function to the input signal to determine output (Nicoletti, 2000).

ANN emulates the way the human brain learns through examples. The brain makes some adjustments to synaptic connections during the learning process. This is applied to ANN. During the learning phase, weights are adjusted to values such that each input produces desired output (Huang, 2017).

3.2 ANN Architecture

Neurons are organized in layers. Each neuron in a layer is connected with every other neuron in the previous or next layer through a synaptic weight. The values of this weight indicates the strength of the connection (Richards, 2006).

The structure of the neural network is formed by an input layer, one or more hidden layers and the output layer. Network architecture plays a major role in the success of ANN. Therefore, an optimal network must be determined (Amato et al., 2012).

The input layer acts as an intermediary between the network and the outside. Neurons in this layer only forward data to the following layer, as there are no data changes being made (Wang et al., 2009).

Information received by neurons in the input layer are then transferred to the output layer through the hidden layer, the hidden layer helps network to recognize still more patterns. The number of hidden layers depends on the complexity of the system studied (Sazli, 2006). For most of the biomedical applications, there is no evidence that suggests that more than one hidden layer will meaningfully add to the predictive capabilities of a network (Ahmed, 2005).

The selection of a number of hidden neurons remains one of the major problems in ANN, since it is dependent on factors unique to each case. Too many hidden neurons will cause the network to overfit, or lose its generalizing ability, since the network tends to remember all the given examples. Conversely, if the number of hidden neurons is smaller than the complexity of the problem, it will cause the network to underfit and hinder convergence (Ramli and Clean, 2011).

Convergence is a condition that happens when the network shows minimal errors after the training process. The network will stop learning when it reaches convergence (Sun et al., 2003). Convergancy of target and model output values can be observed with the use of mean error (BIAS), mean absolute error (MAE) and root mean square error (RMSE) (Bilgili and Sahin, 2010).

Panchal and Panchal (2014) conducted a literature review regarding the method of selecting a number of hidden neurons. The hidden layer has significant influence on the output, although it does not interact outside of the network. Several approaches are available to determine the number of hidden neurons, such as trial and error, rule of thumb and the simple method. It should be noted that researchers who proposed some of the methods did not use the results of the formula in the study they conducted. Therefore, it is recommended to use trial-and-error methods as long as there is no accurate guideline regarding the selection of the number of hidden neurons.

If the network has several hidden layers, the lowest layer functions to receive input. The value of the input (Nett) of the j-th neuron in the hidden layer equals to the number of multiplications between the weight value (W) and the output value (O) of the i-th neuron in the previous layer (input neuron) plus bias (W, jth neuron).

$$Nett(j) = \sum W(ij).O(i) + W(oj) \quad (1)$$

Bias is the value of weight which connects bias neurons and neurons in the next layer. The input of bias neuron always has a value of 1. Bias neurons can be added to input layer and hidden layer. Bias can be initialized randomly within a range of -1 to 1. Bias is aimed to improve the network’s output to approximate the desired value (Abiodun et al., 2018).

The output value of neurons in the hidden layer is a function of the input value f(Net(j)). Several choices for activation functions are available. The same formulas used in the hidden layer are applied to the output layer, including the activation function, but output are considered to be the result of the learning process (Liang et al., 2010).

There are three types of ANN architecture: single-layer, multi-layer and competitive-layer. A single-layer network has a set of neuron inputs directly connected to a set of outputs, and no hidden layers are found (Alsmadi et al., 2009). This results in limited ability while generalizing more complex problems. To overcome this, a single-layer network adds one or more hidden layers, or a so-called multi-layer. A competitive-layer network is similar to a single- or multi-layer network, but there is feedback from output neurons towards input throughout the network (feedback loop) (Nicoletti, 2000).
3.3 ANN Components

The basic building block of neural networks is the neuron. The neuron can be perceived as a processing unit. In a neural network, neurons are connected with each other through synaptic weights. Weight stores information at certain values. Positive values will strengthen the signal and vice versa.

Each neuron receives weighted information via these synaptic connections and then passes the weighted sum of those input signals in order to be compared with a threshold value using activation function. If the amount of input exceeds a certain threshold value, the neuron will be activated and send its output. If the amount of input is smaller than the threshold value, the information will not be passed on (Nicoletti, 2000).

For example, if \(x_1, x_2, ..., x_n\) is an input neuron and \(w_{k1}, w_{k2}, ..., w_{kn}\) is synaptic weight to the output neuron, then the weighted sum will give an output of:

\[
 u_k = x_1w_{k1} + x_2w_{k2} + \cdots + x_nw_{kn} 
\]  

(2)

Weights can be randomly initialized in a range value of -1 to 1 and should be a small value. The activation function is a function that maps input to its output. It is not only used to determine the output of a neuron, but also to modify the output into a certain range of values so that it can approach maximum and minimum values, as well (Siang, 2005).

There are several types of activation functions: the step biner, bipolar, linear and sigmoid functions. Must-have characteristics for activation functions are continuous, differentiable, not asymptotic, not monotonically decreasing and easily calculated (Richards, 2006).

The step biner function converts input value into binary output (0 or 1). The bipolar function has an output result of 1, 0 or -1. A linear function has the same output value as input value. The sigmoid function is often used in a backpropagation algorithm due to its shape of function and easily computed derivatives. Parameter related to the shape (slope) of the sigmoid function is alpha (\(\alpha\)). The greater the value, the more the non-linear sigmoid function will produce.

There are two steps of the ANN: the training and testing phase. Each step uses different data sets. The training phase produces the final weight which is later used in the testing phase (Toshniwal and Alsma, 2009).

There is no exact rule regarding the composition of training and testing data. Crowther and Cox (2005) divided training and testing data with a distribution of 70:30 of the total data. Meanwhile, some researchers divide data with a composition of 80:20 for training.
and testing data. Randomization is advised before dividing the data in order to reduce bias.

There are two important aspects of the training data set. First, network performance not only depends on network parameters, but also on the accuracy of the training data set. Training data should be able to represent all the inputs which are intended to be trained in order to precisely produce output (Azmi and Cob, 2010). Extreme values in data can be well represented if included in training data, but the network cannot accurately extrapolate values if it is outside the training data (Ramlil and Clean, 2011). Second, the data needs to be normalized before being processed. This aims to simplify the network during the training phase. Network output is then denormalized to return to its original value (Jiang et al., 2010).

In addition to training and testing data, there is validation data. The validation step is used to optimize model parameters and monitor network performance (Lisboa, 2002). Performance of training and validation data sets will improve during the training process. But if network capacity is greater, then performance of validation data set will decrease. This can be a sign of overlearning or overfitting, and the training process should be immediately stopped (early stopping) (Ahangar, 2010).

In general, training data is divided into training and validation data sets. This validation technique is called the split-sample method (Park and Han, 2018). Another popular validation method is n-fold cross-validation. This method is performed by dividing training data sets into n data sets. The network is validated every time the learning process is completed using different subsets. The training process is carried out with remaining data sets which were not being used for validation. Model performance is measured by calculating the average RMSE of all validations performed (Almeida, 2002).

Other validation techniques are temporal and external validation (Park and Han, 2018). Temporal validation is carried out using the cohort at different times (Lisboa and Taktak, 2006). External validation involves a larger database (apart from previously tested population) (Terrin et al., 2003), which is usually conducted through multicenter studies. Testing on a separate data set would have provided an unbiased estimate of the generalization error (Ahangar, 2010).

Measures of a network’s performance for diagnostic or predictive models include discrimination and calibration. Discrimination determines how well groups within data are separated. Discrimination performance is typically measured in terms of sensitivity, specificity and receiver operating characteristic (ROC) curve analysis. Calibration refers to correspondence between predicted and actual probabilities. It is measured by calculating accuracy or difference between target and output value (Park and Han, 2018).

### 3.4 ANN Training Methods

There are three major categories of the training method. The first is supervised learning, in which a network is provided with expected output and trained to respond correctly through error correction and weight adjustment. This method is commonly used for pattern/memory association and regression analysis/function estimation. Some examples of applications are pattern recognition (face/object identification), sequence identification (gestures, language, handwriting) and decision-making (Ashok et al., 2010). ANN methods belonging to supervised learning are Hebb’s rule, Perceptron, the Delta rule, backpropagation, radial basis function (RBF), and bidirectional associative memory (BAM) (Ramlil and Clean, 2011).

Second is unsupervised learning, in which the network is provided with no knowledge of expected output beforehand and trained to discover structures in presented inputs. Weights are categorized into a certain range of values in which nearly same input will produce same output. It is commonly used for grouping or classification. ANN methods belonging to unsupervised learning are self-organizing maps (SOM) and k-means clustering (KNN) (Kusumadewi, 2006).

The third is reinforcement learning, in which a network is not provided with explicit output; instead, it is periodically given performance indicators which act as a supervisory system (Nayak et al., 2001).

### 3.5 ANN Backpropagation

The most common type of ANN used is the backpropagation learning algorithm. The basic theory of backpropagation is based on the error-correction learning rule, which uses the error function in order to modify the connection weights to gradually reduce the error. Error is the difference between actual output and the desired output. Therefore, backpropagation is a supervised learning paradigm because it requires a desired output (Alsmadi et al., 2009).

There are several methods of weight updates, including gradient descent, quasi newton (LM) and genetic algorithm. Gradient descent is used in
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Backpropagation and has better performance compared to other methods (Ghaffari et al., 2006).

Gradient descent technique is the most common approach that is utilized in backpropagation. It is conducted by modifying the weight via values proportional to the derivative of the error function (Abiodun et al., 2018).

The disadvantage of the gradient descent method is that it is likely to get caught up in local minima. Local minima are when a network achieves an error that is lower than the surrounding possibilities, but it is not the smallest possible one. Training that takes much time but does not give better results is a sign of local minima.

Backpropagation can be implemented in two modes, the batch and incremental modes (Aria, 2003). In batch mode, the network weights are updated once after the presentation of the complete training set. While in incremental mode, weights are updated after each pattern presentation. The last mode is the most frequently used (Sazli, 2006). According to Ghaffari et al. (2006), there is no significant difference between the two modes in accuracy, but batch mode has 3-4 times higher convergence speed than incremental mode.

Backpropagation algorithm can be decomposed in the following three steps: (a) computation of a feedforward stage, (b) backward propagation of the error to both the output layer and the hidden layers, and (c) weights update. The algorithm is stopped when the value of the error function has become less than a predefined acceptable tolerance (Laudon et al., 2007).

During the feedforward step, each input neuron (Xi) will receive a signal input and forward to each neuron in hidden layer (Zi). Each neuron in the hidden layer then calculates its activation and sends a signal (zi) to each output neuron. Then, each output neuron (Yi) also calculates its activation (yi) to produce a response to the input given by the network.

Each neuron output then compares its activation (yi) with a target value (ti) to calculate the error. Based on that error, δy is calculated. Factor δx is used to distribute errors back to the previous layer. Meanwhile, factor δj is used to update weight, which connects hidden and input layer.

The learning rate is a factor that controls the speed of the training phase. It is determined through trial and error to generate the fastest iteration in achieving convergence (Amin et al., 2012). The input of learning rate is within range of 0 to 1 (Wilson, 2001). A too-high value can cause the algorithm to become unstable due to oscillation of weight update and result in less generalizing ability. Meanwhile, a too-small value will result in a longer time to achieve convergence and lead to local minima (Suliman and Zhang, 2015).

A maximum epoch is the maximum number of epochs allowed during the training process. Iteration will be stopped if epoch in the process exceeds maximum defined training epochs.

Iteration can also be stopped if network error is equal to or smaller than the target error. The target error is a predetermined maximum error value of network performance. In addition, the training phase can be stopped if there is no significant weight update after a long-term process (Ahangar, 2010).

3.6 Application of ANN in Medical Disease Prediction

In the last decade, the use of AI has become widely accepted in medical application. This is manifested by an increasing number of medical devices currently available on the market that are equipped with AI features, and also the number of publications in medical journals (Gant et al., 2001).

ANN is the most well-known method in AI (Meenengo et al., 2017). Considerable attention has been paid to the development of ANN and its application in many areas, including medicine. It is currently an issue of great interest, especially with regard to diagnostic or predictive analysis (Amato et al., 2012). ANN models have been shown to be valuable tools in reducing the workload on clinicians by providing decision support (Gant et al., 2001). Meanwhile, other branches of AI, such as fuzzy expert systems, evolutionary computation and hybrid intelligent systems, can be applied to certain clinical conditions to a limited extent (Ramesh et al., 2004).

ANN models possess such characteristics as: (a) nonlinearity, which can approximate any nonlinear mathematical function (this is particularly useful when the relationship between the variables is too complex and therefore difficult to handle statistically); (b) noise-insensitivity enables them to accept a certain amount of uncertain data or measurement errors without a serious effect on accuracy; (c) learning and adaptability allows a network to modify its internal structure (Palival and Kumar, 2009); (d) high parallelism implies fast processing; and (e) generalization enables application of the model to untrained data (Ahmed, 2005).

Advantages of using ANN include: (a) less formal statistical training to develop, (b) having a wide variety of training algorithms and (c) the ability to detect complex nonlinear relationships between variables (Sargent, 2001).
Meanwhile, disadvantages of ANN include: (a) as they are considered to be ‘black box’ methods, one cannot exactly understand which interactions are being modeled in their hidden layers (Mantzaris et al., 2008); (b) weights produced during the training phase are lacking in interpretability, and therefore inferences regarding the significance of certain variables cannot be drawn (Paliwal and Kumar, 2009); (c) model development is empirical (through trial and error) and requires lengthy development and time to optimize, so many methodological issues remain to be solved (Prieto et al., 2016); (d) models are susceptible to overfitting; and (e) they are difficult to apply in certain fields because of computational requirements (Terrin et al., 2003). Although there is currently ready-to-use software, it has not yet been standardized (Sargent, 2001).

There are still only a few published clinical trials for ANN (Lisboa and Taktak, 2006). Further clinical trials which are properly designed are needed before this method finds application in a real clinical setting (Ramesh et al., 2004).

Neural networks can be applied for complex pattern recognition, classification problems and function estimation, but are mostly used for modelling and prediction. The non-linear structure of ANN enables us to model complex functional forms (Paliwal and Kumar, 2009). This suggests that ANN is a promising method for overcoming non-linear problems demonstrated in biological systems (Almeida, 2002).

Prediction models in medicine are used for diagnostic and prognostic purposes. Research has been conducted on ANN in medicine intended to improve the accuracy of clinical predictions (Escobar et al., 2016). The most common method used for medical disease prediction is the regression model (Sargent, 2001).

Regression methods have become standard due to their simple computation (there are many available computer softwares to fit these models) and interpretability of model parameters, and in spite of their limitations. For example, a regression can only examine linear relationship between variables; therefore, they may not be able to provide an accurate prediction in complex non-linear data. Regression models also need to address many assumptions (such as normality) before models can be constructed, or they will produce significant errors. These cause regression to be inefficient. However, regression remains the primary choice if one is trying to examine possible causal relationships among variables (Eftekhari et al., 2005). The standardized method is commonly used as a benchmark while evaluating performance of ANN models (Lisboa and Taktak, 2006). Different results were found in studies that performed a comparison of ANN and regression in medical disease prediction (Ciampi and Zhang, 2002).

Hassanipour et al. (2019) conducted a systematic review of 10 studies that predicted trauma-related outcomes. Results showed that AUC for ANN and regression were 0.91 (95% CI 0.89–0.83) and 0.89 (95% CI 0.87–0.90), while accuracy for ANN and regression were 90.5 (95% CI 87.6–94.2) and 83.2 (95% CI 75.1–91.2). These results showed that ANN had a better performance than regression in predicting outcomes for trauma patients.

Ture et al. (2005) predicted the risk of hypertension, while Remzi et al. (2003) predicted the risk of prostate cancer designed for screening. Both studies demonstrated that ANN produced more accurate predictions.

Ottenbacher et al. (2004) compared the performance of ANN and regression in predictive models for epidemiological research, and no significant differences were found. The same results were also obtained in studies performed by Gaudart et al. (2004), Song et al. (2005) and Behman et al. (2007).

According to a meta-analysis by Sargent (2001), wherein the ANN and regression for medical disease prediction in 28 studies was compared, ANN had a similar performance in 50% of the cases, and in 36% of the cases, ANN had a better performance. In a large study (sample size > 5000), neither method dominated the other, but in moderate-sized data (200–2000), ANN tended to be equivalent to or outperform regression.

4 CONCLUSION

Artificial Neural Network (ANN) emulates the structure and function of the human nervous system. ANN is mostly known for its capability in modeling complex non-linear problems, such as those demonstrated in medicine. In comparison to the regression method, ANN has similar or better performance. Therefore, ANN is a promising method to overcome non-linearity commonly found in medical disease prediction.
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