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Abstract: NECLASS is a common example of a neuro-fuzzy system. The popular NECLASS classifier exhibits surprising behaviour when the feature values of the training and testing datasets exhibit significant skew. This paper presents a combined approach to improve the classification accuracy and interpretability of the NECLASS classifier, when data distribution exhibits positive skewness. The proposed model consists of two steps. Firstly, we used an alternative discretization method to initialize fuzzy sets. Secondly, we devised a statistical rule pruning algorithm based on adjusted residual to reduce the number of rules, thus improving interpretability. This method improves the interpretability of NECLASS without significant accuracy deterioration. Moreover, a hybrid approach combining the two approaches is developed to increase the accuracy-interpretability trade-off of NECLASS.

1 INTRODUCTION

Skewness is a numerical measure which indicates whether data distribution is symmetric or not. Skewed feature values are commonly observed in biological and medical datasets. Addressing skewness in medical diagnosis systems is vital for finding rare events, such as rare diseases (Gao et al., 2010). Most machine learning algorithms perform poorly on skewed datasets (Ben-Gal, 2010). This poses a challenge for the classification of medical data.

Data distributions in the majority of machine learning algorithms, when they are discussed at all, are generally expected to have a symmetric distribution with a central tendency, if not a normally distribution (Ben-Gal, 2010; Mueller and Massaron, 2016). For example, approaches based on Maximum Likelihood and Minimum Distance depend on the assumption of a multivariate Gaussian distribution of a dataset (Marapareddy et al., 2017). Neural networks don’t have a priori assumption about the data distribution (Gupta, 2016). Support Vector Machines (SVMs) do not assume normality assumption but the SVMs based on smooth loss functions enjoy an asymptotic normality (Hable, 2012). Naive Bayes classifier depends on the assumption of a normal distribution for numerical variables. Another example is the NEFCLASS classifier, which uses the EQUAL-WIDTH discretization method. The EQUAL-WIDTH discretization method provides a feature value density independent map of input space.

NEURO-FUZZY systems are common machine learning approaches in the medical domain because of their ability to learn fuzzy rules from training data and represent the rules in an understandable way. Therefore, addressing skewness in neuro-fuzzy systems is a topic of interest because of their applicability in the medical domain.

In this work, the NECLASS classifier is extended to provide improved accuracy-interpretability trade-off over the original NECLASS classifier when trained on skewed data. In order to improve accuracy, we used an alternative discretization method. Additionally, we devised a statistical rule pruning algorithm which prunes the rules based on a measure of statistical significance when measured by adjusted residuals. Moreover, a hybrid approach combining the two approaches is proposed to enhance the accuracy-interpretability trade-off of NECLASS.

We provide a study based on an easily reproducible synthetic data distributions, in order to allow deeper insights into the data analysis. We evaluated the accuracy of the classifiers using misclassification percentages, and the transparency of the rule-based...
classifiers using the number of rules.

The next section of this paper contains a short review of the NEFCLASS classifier and adjusted residual measure that will be used to modify the NEFCLASS classifier. Section 3 describes the methodology of our study. Section 4 presents the statistical analysis for the results obtained. Finally, conclusions are presented.

2 BACKGROUND

2.1 The NEFCLASS Classifier

NEFCLASS (Nauck et al., 1996; Nauck and Kruse, 1998; Klose et al., 1999) is a NEURO-FUZZY classifier that generate fuzzy rules and tune the shape of the membership functions to determine the correct class label for a given input.

Fig. 1 shows a NEFCLASS model that classifies input data with two features into two output classes by using three fuzzy sets and two fuzzy rules. Input features are supplied to the nodes at the bottom of the figure. These are then fuzzified, using a number of fuzzy sets. The sets used by a given rule are indicated by linkages between input nodes and rule nodes. If the same fuzzy set is used by multiple rules, these links are shown passing through an oval, such as the one marked “large” in Fig. 1. Rules directly imply an output classification, so these are shown by unweighted connections associating a rule with a given class. Multiple rules may support the same class, however that is not shown in this diagram.

In Fig. 2a, a set of initial fuzzy membership functions describing regions of the input space are shown, here for a two-dimensional problem in which the fuzzy sets are based on the initial discretization produced by the EQUAL-WIDTH algorithm. As will be demonstrated, NEFCLASS functions work best when these regions describe regions specific to each intended output class, as is shown here, and as is described in the presentation of a similar figure in the classic work describing this classifier (Nauck et al., 1996, pp. 239).

As is described in the NEFCLASS overview paper (Nauck and Kruse, 1998, pp. 184), a relationship is constructed through training data to maximize the association of the support of a single fuzzy set with a single outcome class. This implies both that the number of fuzzy sets must match the number of outcome classes exactly, and in addition, that there is an assumption that overlapping classes will drive the fuzzy sets to overlap as well.

![Figure 1: A NEFCLASS model with two inputs, two rules, and two output classes. The figure extracted from (Yousefi and Hamilton-Wright, 2016).](image1)

(a) Initial fuzzy set membership functions in NEFCLASS, produced using EQUAL-WIDTH discretization

![Figure 2: Fuzzy membership functions before and after training data based tuning using the NEFCLASS algorithm. The figure extracted from (Yousefi and Hamilton-Wright, 2016).](image2)

(b) Results of tuning the above membership functions to better represent class/membership function information
formed by the original NEFCLASS algorithm, when the input space is partitioned into EQUAL-WIDTH fuzzy intervals.

Fig. 2b demonstrates that during the fuzzy set tuning process, the membership function is shifted and the support is reduced or enlarged, in order to better match the coverage of the data points belonging to the associated class, however as we will see later, this process is strongly informed by the initial conditions set up by the discretization to produce the initial fuzzy membership functions.

There are three different modes to be used for rule selection in NEFCLASS. These modes are based on the performance of a rule or on the coverage of the training data. The three options for the rule selection mode presented here are Simple, Best and BestPerClass. The Simple rule selection chooses the first generated rules until a predefined maximum number of rules is achieved. The Best rule selection is an algorithm that ranks the rules based on the number of patterns associated with each rule and select the rules from this list. The BestPerClass option is selection of rules by creating an equal number of rules for each class. This method uses the Best rule selection algorithm to ranks the rules.

After the construction of the fuzzy rules, a fuzzy set learning procedure is applied to the training data, so that the membership functions are tuned to better match the extent of the coverage of each individual class in the training data space (Nauck et al., 1996, pp. 239). Fuzzy membership functions will grow or shrink, as a result, depending on the degree of ambiguity between sets and the dataset coverage.

2.2 Discretization

A discretization process divides a continuous numerical range into a number of covering intervals where data falling into each discretized interval is treated as being describable by the same nominal value in a reduced complexity discrete event space. In fuzzy work, such intervals are then typically used to define the support of fuzzy sets, and the precise placement in the interval is mapped to the degree of membership in such a set.

In the following discussion, we describe the EQUAL-WIDTH and MME discretization methods. For example, imagine a dataset formed of three overlapping distributions of 15 points each, as shown with the three coloured arrangements of points in Fig. 3. The points defining each class are shown in a horizontal band, and the points are connected together to indicate that they are part of the same class group. In parts 3a and 3b, the results of binning these points with two different discretization techniques are shown. The subfigures within Fig. 3 each show the same data, with the green, red and blue rows of dots (top, middle and bottom) within each figure describing the data for each class in the training data.

2.2.1 EQUAL-WIDTH

The EQUAL-WIDTH discretization algorithm divides the observed range of continuous values for a given feature into a number of equally sized intervals, providing a simple mapping of the input space that is created independent of both the distribution of class and of the density of feature values within the input space (Kerber, 1992; Chemielewski and Grzymala-Busse, 1996).

Fig. 3a demonstrates the partitioning using EQUAL-WIDTH intervals. Note that the intervals shown have different numbers of data points within each (21, 19 and 5 in this case).

2.2.2 Marginal Maximum Entropy

Marginal Maximum Entropy based discretization (MME) (Chau, 2001; Gokhale, 1999) divides the dataset into a number of intervals for each feature, where the number of points is made equal for all of the intervals, under the assumption that the information of each interval is expected to be equal. The intervals generated by this method have an inverse relationship with the points’ density within them. Fig. 3b shows the MME intervals for the example three-class dataset. Note that the intervals in Fig. 3b do not cover the same fraction of the range of values (i.e., the widths differ), being the most dense in regions where there are more points. The same number of points (15) occur in each interval. In both of these discretization strategies, class identity is ignored, so there is likely no relationship between class label distribution and discretization boundary.
2.3 Adjusted Residual

We use the Hebreman’s adjusted residual algorithm (Haberman, 1973; Haberman, 1979) in our rule-pruning model.

In statistics, a residual is defined as a function of the difference between the expected and observed counts under the assumed model. The adjusted residuals is a measure of the strength of the difference between observed and expected counts. The residual is defined as:

Definition 1. Given a training set of size \( n \), the residual for each independent event \( R^n_i \) is defined as:

\[
r^n_i = o^n_i - e^n_i
\]  

where \( o^n_i \) and \( e^n_i \) are the observed number and the expected number of the event \( R^n_i \), respectively; and \( r^n_i \) is the residual associated with \( R^n_i \).

The adjusted residual is defined as:

Definition 2. The adjusted residual is defined as:

\[
a^n_i = \frac{z^n_i \sigma^n_i}{\sqrt{\nu^n_i}}
\]  

where \( z^n_i \) is the standard residual and \( \nu^n_i \) is the maximum likelihood estimate of the standard residual variance, and is defined as:

\[
\nu^n_i = \text{var}(z^n_i) = \text{var}
\left(\frac{o^n_i - e^n_i}{\sqrt{\nu^n_i}}\right)
= 1 - \prod_{j=1}^{N} \frac{\sigma^i_j}{N}
\]  

where \( \sigma^i_j \) is the number of occurrences of the primary event \( R^n_i \in R_i \).

The expected number of occurrences of \( R^n_i \) is defined as:

\[
e^n_i = n \prod_{j=1}^{N} \frac{\sigma^i_j}{N}
\]  

The value of the adjusted residuals defines the relative significance of the associated event \( R^n_i \). The advantage of adjusted residuals is that they follow a Gaussian frequency distribution (with mean zero and a standard deviation one). Thus we can use a test of significance to determine the likelihood of certain residual’s value being obtained by chance. The null hypothesis is that the occurrence of each component’s primary event is random and independent. A significance test compares the event’s observed number of occurrences with the expected number of occurrences under this null hypothesis. If the adjusted residual is larger than -1.96 or smaller than 1.96 (the critical values for > .95 confidence), we conclude that the differences between the observed and expected number of occurrences of an even are significant. A detailed exposition of residual analysis can be found in (Haberman, 1973; Haberman, 1979), where the properties of the analysis are discussed.

3 METHODOLOGY

This paper has two objectives. The first is to evaluate an alternative discretization method to counteract the performance problems in skewed data domains which was identified in (Yousefi and Hamilton-Wright, 2016). The second is to reduce the rule-base complexity of the NEFCLASS classifier without losing accuracy.

Experiments were performed on synthesized datasets with different levels of feature values skewness. Besides, we conducted a set of experiments to evaluate the effectiveness of our approaches for a real-world dataset, EMG data, which contains several highly skewed features. Results from the experiments are presented in terms of misclassification percentages and number of rules.

In the following sections, we explain the MME discretization method and the rule pruning algorithm that are used in our modified NEFCLASS.

3.1 Improving Accuracy by using the MME Discretization Methods

The NEFCLASS classifier as presented in (Nauck et al., 1996) uses an EQUAL-WIDTH discretization method to divide the observed range of continuous values for a given feature into fuzzy intervals as described in Section 2.1. The fuzzy sets constructed by the EQUAL-WIDTH discretization method only reflect the extent of the data distribution, but do not reflect the variability of density within the distribution, nor do they reflect class labels. This raises the question of whether taking the distribution of samples within its extent may improve classification performance. To evaluate this question, we use skewed distributions and the MME method of discretization. The MME method is not part of the standard NEFCLASS implementation, therefore we implemented a modified NEFCLASS classifier, utilizing the MME discretization method.

3.2 Rule Pruning by using the Adjusted Residual Measure

In this work, we have evaluated rule pruning based on the adjusted residual on the grounds that a statistically significant association, as encoded by a fuzzy
rule, should give a measure by which higher quality rules may be identified. We therefore propose a rule pruning algorithm based on the adjusted residual that proceeds as described below.

**Definition 3.** Let $T$ be a training set of $n$ training examples $(x_{i1}, x_{i2}, \ldots, x_{im}, y_i)$; $i = 1, \ldots, n$. Each training example is represented by an instance $\{x_{i1}, x_{i2}, \ldots, x_{im}\}$ and its associated class label $y_i$, where $m$ is the dimensionality of the input space. There are $m$ features for each training example, $x_1, x_2, \ldots, x_m$; $c$ is the dimensionality of the output space. There are $c$ class labels, $l_1, l_2, \ldots, l_c$.

Let values for each feature $x_1, x_2, \ldots, x_m$ be divided into a number of $s$ fuzzy sets.

where Feature $x_1$ is associated with fuzzy sets $F_{11}^1, F_{12}^1, \ldots, F_{1s}^1$.

Feature $x_2$ is associated with fuzzy sets $F_{21}^2, F_{22}^2, \ldots, F_{2s}^2$.

And feature $x_m$ is associated with $F_{m1}^m, F_{m2}^m, \ldots, F_{ms}^m$.

Let $R$ be a set of $k$ rules generated from the training set $T$.

where $R_k$ is a linguistic rule generated from the example $(x_{1k}, x_{2k}, \ldots, x_{mk}, y_k)$;

$A_k$ is the antecedent of $R_k$;

$C_1, \ldots, C_k$ are the conditions for the antecedent $A_k$.

Each condition $C_i$ defined as “If $x_i$ is $F_i^j$” where $i = 1, \ldots, m$ and $j = 1, \ldots, s$;

$R_k$ is defined as follows:

$$R_k = \text{If } C_1 \text{ and } C_2 \text{ and } \ldots \text{ and } C_m \text{ then } l \text{ is } y_i$$

(5)

Residuals for $R_k$ are calculated as follows:

$$r(R_k) = o(R_k) - e(R_k)$$

(6)

where

$r(R_k)$ is the residual of rule $R_k$;

$o(R_k)$ is the observed number of occurrences of rule $R_k$ in the training set.

e(R_k)$ is the number of occurrences of rule $R_k$ expected under an assumed model of uniform random chance, and is calculated as follows:

$$e(R_k) = e(A_k) \times e(l \text{ is } y_i)$$

(7)

$$e(A_k) = n \times e(C_1) \times e(C_2) \times \cdots \times e(C_m)$$

(8)

$$e(C_i) = \frac{o(C_i)}{n}$$

(9)

The rules that are statistically significant, based on their adjusted residual, will be selected, whereas the insignificant rules will be removed. Finally we use the new fuzzy rule-base for retraining the NEFCLASS classifier in order to tune the membership functions in a way such that they match with new rules.

### 3.3 Modified NEFCLASS Classifiers

Table 1 summarizes the four NEFCLASS classifiers with their respective properties and provides the names by which they will be identified in the rest of the paper.

### 3.4 Synthesized Datasets

Four synthesized datasets were used for experiments. Three datasets were produced by randomly generating numbers following the F-DISTRIBUTION with different degrees of freedom chosen to control skew. The F-DISTRIBUTION (Natella, 2003) has been chosen as the synthesis model because the degree of skew within an F-DISTRIBUTION is controlled by the pairs of degrees of freedom specified as a pair of distribution control parameters. This allows for a spectrum of skewed data distributions to be constructed. We designed the datasets to present different levels of skewness with increasing skew levels. Three pairs of degrees of freedom parameters have been used to generate datasets with different levels of skewness, including low, medium, and high-skewed feature values. After initial experiments datasets with degrees of freedom $(100, 100)$ was chosen to provide data close to a normal distribution, $(100, 20)$ provides moderate skew, and $(35, 8)$ provides high skew.

A synthesized dataset consisting of 1000 randomly generated examples consisting of four-feature $(W, X, Y, Z)$. F-DISTRIBUTION data for each of three classes was created. The three classes (ClassA, ClassB and ClassC) overlap, and are skewed in the same direction. We have taken care to ensure that all datasets used have a similar degree of overlap, and same degree of variability. The size of datasets were designed to explore the effect of skewness when enough data is available to clearly ascertain dataset properties. Ten-fold cross validation was used to divide each dataset into training (2700) and testing (300 point) sets in which an equal number of each class is represented. This method provides a better estimate of median performance, as well as a measure of variability.

Another synthesized dataset was produced by randomly generating numbers from the CIRCULAR-UNIFORM-DISTRIBUTION. A CIRCULAR-UNIFORM-DISTRIBUTION is a distribution within a circle with constant probability density across the area of the circle for all values. The CIRCULAR-UNIFORM-DISTRIBUTION is a part of the family of symmetric distributions, so the skewness of circular uniform distribution is close to 0.

Fig. 4 shows the skewness of each dataset for each
Table 1: List of all classifiers derived from the NEFCLASS classifier.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Discretization Technique</th>
<th>Rule Pruning Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEF-ORG</td>
<td>Default (EQUAL-WIDTH)</td>
<td>Default (BestPerClass)</td>
</tr>
<tr>
<td>NEF-MME</td>
<td>MME</td>
<td>Default (BestPerClass)</td>
</tr>
<tr>
<td>NEF-AR</td>
<td>Default (EQUAL-WIDTH)</td>
<td>Adjusted Residuals</td>
</tr>
<tr>
<td>NEF-MME-AR</td>
<td>MME</td>
<td>Adjusted Residuals</td>
</tr>
</tbody>
</table>

feature. From these figures one can see that the UNIFORM and LOW-100,100 data are relatively symmetric, while as the skew increases as we consider the MED-100,20 and HIGH-35,8 data show an increasing, and ultimately quite dramatic, skew.

3.5 Electromyography Dataset (EMG)

To show the pertinence of this analysis to a real world data problem, we have explored the skewness of a dataset from the clinically applicable world of quantitative electromyography (QEMG). QEMG is the study of the electrical potentials observed from contracting muscles as seen through the framework of quantitative measurement. QEMG is used in research and diagnostic study (Stashuk and Brown, 2002). EMG datasets are known to contain features with highly skewed value distributions (Enoka and Fugl-evand, 2001).

The EMG dataset used here contains seven features of MUP templates (Amplitude, Duration, Phases, Turns, AAR, SizeIndex, and MeanMUVoltage) observed on 791 examples representing three classes (Myopathy, Neuropathy, Healthy), collected through a number of contractions, and used in previous work (Varga et al., 2014). Each example is based on measuring values from a MUP template extracted from an EMG signal, and it describes the contribution of all observed MUs that contributed to the obtained EMG signal.

Figure 5 shows the skewness values for all the features with respect to each class. As is shown in Figure 5, the distribution of values for Amplitude and MeanMUVoltage are highly positively skewed, particularly in Myopathy cases. In contrast, Turns is highly skewed in Neuropathy and Normal cases. Also, Phases, AAR, and SizeIndex demonstrate relatively low skewness.

4 RESULTS AND DISCUSSIONS

We evaluate the effect of discretization methods on the misclassification percentages and the number of rules obtained by a NEFCLASS based classifier when trained on skewed data. The misclassification percentages obtained by the four classifiers are gathered in Table 2, while the number of rules appears in Table 3. The results have been calculated over the 10 cross-validation trials. Mann-Whitney-Wilcoxon was
4.1 The Effect of Discretization Method on the Performance of NEFCLASS

The results of NEF-MME were compared with those of NEF-ORG, which uses the default EQUAL-WIDTH discretization strategy. The analyses were performed using two-sided M-W-W test at a 0.05 significance level. The test identified a significant difference in the misclassification percentage between the two classifiers for all datasets. As shown in Table 2, NEF-MME achieved lower misclassification percentages compared to NEF-ORG using all datasets except LOW-100,100. Additionally, the test resulted in a significant difference in the number of rules obtained by NEF-ORG versus NEF-MME for all cases. As shown in Table 3, NEF-MME constructed a higher number of rules than did the NEF-ORG, for medium and high skewed datasets, resulted in a higher accuracy. The number of rules obtained by NEF-ORG decreased with increase of data skewness level. This is an underlying cause for the increase in misclassification percentages trained on skewed datasets. The decreasing trend in the number of rules constructed by the NEF-ORG classifier confirms that less information is being captured about the dataset as the skewness increases.

This study indicated that the choice of initial discretization method affected the classification accuracy of the NEFCLASS classifier and that this effect was very strong in skewed datasets. Utilizing MME discretization method in the NEFCLASS classifier significantly improved classification accuracy for highly skewed data.

4.2 The Effect of the Rule Pruning Algorithm on the Performance of NEFCLASS

To assess the effect of the rule pruning algorithm, we compared each pair of classifiers to determine whether the application of the rule pruning algorithm significantly reduced the number of rules. Additionally, the misclassification percentages were compared to determine whether a reduction in the number of rules significantly increase the misclassification percentage. Comparisons between classifiers were performed as follows: for each discretization method and each dataset, results obtained by AR-PRUNING algorithm were compared with those of the NEFCLASS DEFAULT RULE-PRUNING. Hence, we examined two comparisons: (i) classifiers with the EQUAL-WIDTH discretization method, i.e., NEF-AR versus NEF-ORG, (ii) classifiers with the MME discretization method, i.e., NEF-MME-AR versus NEF-MME. Additionally, we compared the final combined classifier, i.e., NEF-MME-AR versus NEF-ORG.

The analyses were performed using one-way M-W-W test at a 0.05 significance level. Tables 4 and 5 report the M-W-W test results for comparison of the misclassification percentages and the number of rules, respectively. Comparisons between classifiers were performed as follows:

- **NEF-AR versus NEF-ORG**:
  
  As shown in Table 5, the test yielded a significant decrease in the number of rules by application of AR-PRUNING for all datasets. The test results shown in Table 4 revealed that this reduction of rules did not increase the misclassification percentages. This reduction in the rule-base size without reducing accuracy means that the use of AR-PRUNING raised the efficiency of the classifier.

- **NEF-MME-AR versus NEF-MME**:
  
  As shown in Table 5, the test determined that NEF-MME-AR constructed a significantly lower number of rules for all datasets, except for UNIFORM. Also, the test results shown in Table 4 revealed that there was no significant increase in misclassification percentages. As shown in Table 5, NEF-MME-AR significantly reduced the number of rules for medium and high skewed datasets without significantly decreasing accuracy.
Table 2: Misclassification percentages (Median ± IQR) based on the rule pruning algorithm.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Dataset</th>
<th>UNIFORM</th>
<th>LOW-100,100</th>
<th>MED-100,20</th>
<th>HIGH-35,8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEF-ORG</td>
<td></td>
<td>30.16 ± 3.50</td>
<td>22.66 ± 1.33</td>
<td>65.00 ± 5.51</td>
<td>66.67 ± 3.26</td>
</tr>
<tr>
<td>NEF-AR</td>
<td></td>
<td>30.16 ± 0.75</td>
<td>23.00 ± 0.75</td>
<td>71.83 ± 0.00</td>
<td>66.67 ± 1.00</td>
</tr>
<tr>
<td>NEF-MME</td>
<td></td>
<td>16.66 ± 2.00</td>
<td>26.00 ± 1.50</td>
<td>34.16 ± 1.00</td>
<td>42.50 ± 1.00</td>
</tr>
<tr>
<td>NEF-MME-AR</td>
<td></td>
<td>17.50 ± 1.75</td>
<td>23.33 ± 1.75</td>
<td>32.33 ± 0.00</td>
<td>41.50 ± 0.75</td>
</tr>
</tbody>
</table>

Table 3: Number of fuzzy rules (Median ± IQR) based on the rule pruning algorithm.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Dataset</th>
<th>UNIFORM</th>
<th>LOW-100,100</th>
<th>MED-100,20</th>
<th>HIGH-35,8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEF-ORG</td>
<td></td>
<td>55.50 ± 1.00</td>
<td>49.00 ± 0.00</td>
<td>34.50 ± 2.00</td>
<td>15.00 ± 1.00</td>
</tr>
<tr>
<td>NEF-AR</td>
<td></td>
<td>49.50 ± 1.00</td>
<td>42.50 ± 1.75</td>
<td>19.00 ± 0.00</td>
<td>10.00 ± 1.00</td>
</tr>
<tr>
<td>NEF-MME</td>
<td></td>
<td>43.00 ± 2.00</td>
<td>44.00 ± 1.50</td>
<td>50.00 ± 1.00</td>
<td>46.00 ± 1.00</td>
</tr>
<tr>
<td>NEF-MME-AR</td>
<td></td>
<td>43.50 ± 1.75</td>
<td>40.00 ± 1.75</td>
<td>29.00 ± 0.00</td>
<td>21.00 ± 0.75</td>
</tr>
</tbody>
</table>

Table 4: Results of the one-tailed M-W-W test for comparison of the misclassification percentages between classifiers using different rule pruning algorithms.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Dataset</th>
<th>UNIFORM</th>
<th>LOW-100,100</th>
<th>MED-100,20</th>
<th>HIGH-35,8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEF-AR vs. NEF-ORG</td>
<td></td>
<td>.60</td>
<td>.80</td>
<td>.99</td>
<td>.69</td>
</tr>
<tr>
<td>NEF-MME-AR vs. NEF-MME</td>
<td></td>
<td>.45</td>
<td>.94</td>
<td>.93</td>
<td>.75</td>
</tr>
<tr>
<td>NEF-MME-AR vs. NEF-ORG</td>
<td></td>
<td>***</td>
<td>.97</td>
<td>***</td>
<td>***</td>
</tr>
</tbody>
</table>

*** significant at 95% confidence (p < .05)

Table 5: Results of one-tailed M-W-W test for comparison of the number of rules between classifiers using different rule pruning algorithms.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Dataset</th>
<th>UNIFORM</th>
<th>LOW-100,100</th>
<th>MED-100,20</th>
<th>HIGH-35,8</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEF-AR vs. NEF-ORG</td>
<td></td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>NEF-MME-AR vs. NEF-MME</td>
<td></td>
<td>.10</td>
<td>***</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>NEF-MME-AR vs. NEF-ORG</td>
<td></td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>.99</td>
</tr>
</tbody>
</table>

*** significant at 95% confidence (p < .05)

- NEF-MME-AR versus NEF-ORG: M-W-W identified a significant decrease in the number of rules obtained by NEF-MME-AR compared to NEF-ORG for all datasets, except for high-skewed data. The results shown in Table 3 suggest that, in the case of HIGH-35,8, the number of rules increased due to the effect of the discretization method. However, some of the rules were pruned later after the AR-PRUNING process took place. At the end of training, the final number of rules obtained by NEF-MME-AR was more than that of NEF-ORG but less than those of NEF-MME. For example, the number of rules obtained by NEF-ORG using the HIGH-35,8 data was 15. Then, the application of the MME discretization method increased the number of rules to 45. Finally, pruning the rules using AR-PRUNING decreased the number of rules to 21. Furthermore, the test indicated a significant decrease in the misclassification percentages for all comparisons except in the case of LOW-100,100.

The findings of this analysis revealed that the combination of the MME discretization method with the AR-PRUNING algorithm not only led to a significant reduction in the number of rules but also improve the accuracy using medium and high skewed data.

### 4.3 Experiments using Real-world Data

Table 6 depicts the misclassification percentages and the number of rules. Table 7 gives the test results.

As shown in the table, the test revealed a significant decrease in the misclassification percentages obtained by NEF-MME compared to NEF-ORG. The results of this experiment once again confirmed that using the MME method improved accuracy. Additionally, the test indicated a significant decrease in
the misclassification percentages and the number of rules obtained by NEF-MME-AR compared to NEF-ORG. In light of the above findings, it is concluded that using a simplified rule-base obtained by the application of AR-PRUNING not only reduced the number of rules but also reduced the confusion in the decision-making process.

5 CONCLUSIONS

The results of our last study indicated that the NEFCLASS classifier performs increasingly poorly as data feature value skewness increases. Also, the study indicated that the choice of initial discretization method affected the classification accuracy of the NEFCLASS classifier and that this effect was very strong in skewed datasets. This study revealed that utilizing MME discretization method in the NEFCLASS classifier significantly improved classification accuracy for the medium and high skewed data. Further, the findings of this study showed that the combination of the MME discretization method with the AR-PRUNING algorithm not only led to a significant reduction in the number of rules but also improve the accuracy in the majority of cases. Hence, the NEF-MME-AR classifier produced a compelling combination of the discretization method and the rule pruning algorithm for skewed datasets.

The proposed model-based strategy can be useful in medical diagnosis systems because it not only provides more accurate results but, by reducing the number of rules, will likely make interpretation of the system simpler. Other domains where skewed data is common are likely additional areas of application, and include fraud detection, computer security, and finance. Finally, it should be noted that while it has been evaluated using NEFCLASS, the adjusted residuals rule pruning system introduced here can be used in any rule based system, and is likely to have similar benefits, as there is nothing specific to the fuzzy domain.
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