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Abstract: Commissioning of machines takes up a considerable share of time and money of the total cost of developing a machine. Our project aims at developing an approach to decrease the time needed to commission machines by automating parameter optimisation with the help of formalised expert knowledge. The approach will be developed on the Fused Deposition Modelling (FDM) process, which is an additive manufacturing technique. We pay particular attention to keeping the approach sufficiently abstract to be applied to machines from other domains to benefit its industrial application.

1 INTRODUCTION

Commissioning of machinery can consume up to 25% of the total project duration according to a study of the German Machine Tool Builders’ Association (VDW, 1997). They also state that up to 90% of this time is spent on commissioning the electronics and control software. As stated in (Abel, 2017), the commissioning process is done mainly by specialized workers, as it is a complex process and needs expert knowledge.

The geographic location of manufacturers of machinery and their customers is not necessarily identical. This leads to employment of highly-skilled professionals abroad, which is even more cost intensive due to increased management costs as well as travel and accommodation expenses. Therefore, commissioning is a prime target for cost and time optimisation of the manufacturing process overall, which is crucial for manufacturers to compete in a globalised economy. Furthermore, customers of manufacturing systems also have a strong interest in short commissioning times, as they are a prerequisite for expeditious use of newly acquired systems. Given the trend towards Reconfigurable Manufacturing Systems (Koren, 2006), shorter commissioning times gain even more importance: Every reconfiguration of a manufacturing system requires a subsequent commissioning to ensure proper operation of the machinery in changed configuration.

We differentiate between static and dynamic commissioning. Static commissioning denotes the mechanical installation, operative checks of a machine or plant and, if needed, programming of control software. After static commissioning, single units and their integration can be successfully tested. This can usually be accomplished off-site e.g. at the manufacturer, at least for initial machine setup. Dynamic commissioning, however, describes the fine-tuning of process parameters until a satisfactory quality level of the produced part is achieved. In contrast to static commissioning, it can be seen as proof of a correctly working system under environmental influences. During dynamic commissioning, changes in the parametrisation of machinery as well as slight modifications to the control software might be necessary.

To reduce the duration of commissioning, the concept of virtual commissioning was introduced (Lee and Park, 2014; Hoffmann et al., 2010). In this concept, commissioning is simulated in varying levels of detail, which allows testing the interactions of components as well as the control programs, which are usually based on programmable logic controllers (PLCs)). This allows for early detection and remediating of faults, which account for a substantial amount of time spent during the commissioning procedure (VDW, 1997). Thereby, virtual commissioning is able to reduce the static part of the commissioning to the mechanical and electrical installation. However, one drawback of virtual commissioning is the
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Additive manufacturing has become increasingly popular since its commercial introduction in the late
1980s and early 1990s (Wohlers and Gornet, 2014). It is mostly used for rapid prototyping and manufacturing of small quantities of items, where moulding, casting and other conventional techniques would be too expensive. Another benefit of additive manufacturing is the ability to produce complex forms. These can be found in medical applications or if weight is of concern.

The main development in the scope of this project will be done on different cartesian and delta FDM printers using different plastics, such as PLA, ABS and PETG. After thoroughly evaluating our approach on multiple FDM printers, we will move on to different additive manufacturing techniques such as binder jetting (BJ) and selective laser sintering (SLS). BJ is a process, where powdered material is fused into form by applying a binding agent. SLS is another powder bed based process, where material is sintered locally and thereby fused into form. For each process expert knowledge will be collected and formalised separately. While certain expertise can be directly applied to the other additive manufacturing techniques, some knowledge is most likely very specific and differs between them. Thus, we will be able to test the transfer of knowledge between different machines of the same production process as well as between different additive manufacturing production processes. This marks the first step towards an abstract universal architecture.

The final quality of a 3D printed part is dependent on various factors with differing degrees of influence (Mohamed et al., 2015). Some factors can be quantified or measured better than others. The analysis of those factors can be done in discretionary detail. We have isolated the factors deemed most important in this context for the case of a generic FDM process in Figure 2. As we focus on developing an approach for parameters that are adjustable by software, some machine parameters, like nozzle diameter or filament width, can be seen as set. To offset the influences of wear and tear in mechanical parts on our machine learning systems, we plan on replacing the printers with new off the shelf versions during the project. We will focus on the commissioning and initial parametrisation of a system and thus not investigate machine degradation influences on optimal parameter selection.

There are several environmental factors that affect the quality of a produced part. In the following we will provide an overview of the environmental factors most relevant to FDM printing as well as to parameters used to mitigate their effects. Humidity has a significant impact on material quality. Due to the time it requires to fuse the filament it is more relevant during storage of filaments than during the printing process. Dust can, depending on amount and composition, decrease print quality and do serious damage to the machine by inflaming. Temperature is another relevant factor. On a process-agnostic perspective excessive heat or cold could do substantial damage to machine parts. On a process-related perspective the effects are more subtle. When molten plastics cool down they solidify and contract, the degree of which is dependent on the temperature and specific plastic.

In the case of FDM printers this can lead to warping. Warping is a process, where segments of the printed part deform (curling upwards, away from the build plate, along the parts edges). It typically occurs as the lower-layers of the part cool down too fast. Since freshly extruded material needs to cool quicker than it would under room temperature (21°C) most printers include a cooling fan to increase print quality. We will initially focus on temperature as a factor, as it, opposed to humidity, directly influences the process of FDM printing. Another relevant factor that often varies under real-world conditions is raw-material quality and composition, which influences print quality due to different temperature and form related properties. As such, we will conduct experiments, varying both temperature and raw-materials leading to a dataset, which we will use to train algorithmic approaches to parameter optimisation.

The main FDM parameters modifiable through software are either related to temperature, movement or the preprocessing (i.e. slicing, the generation of support structures and machine path planning). Printing bed and extrusion temperature can offset low surrounding temperatures while cooling fan speed can aid the cooling of freshly extruded filament. Layer thickness not only influences the optical appearance of a part but also the material properties during and after printing. Bridging is a part of the part construction process, where the printer tries to extrude material in an area, where no (immediate) lower layer is present.
thus bridging two segments of lower layer together. Bridging becomes harder to accomplish if the part cools down too fast or too slow. Low speed can also result in bridges failing. Intelligent support placing could offset arising issues as bridges would become shorter. In the best case issues could also be prevented by simple print orientation changes, e.g. bottom up (Kozior and Kundera, 2017). Since we want to focus on parameters that are transferable to other production processes, we will focus on optimising parameters relating to the actual process as opposed to parameters changing the structure of the produced part. Vibrations that increase with velocity changes of the nozzle disrupt precise printing. Lowering the print speed and accelerations can accommodate for that (Alafaghani et al., 2017). Slower printing also tends to allow the extruded material to better set in place, rather than getting dragged along. Adjusting print speed and acceleration quickly becomes a trade-off between quantity and quality of produced parts. The analysis of our experimental results will help to quantify this trade-off.

3 CHALLENGES

Our research hypothesis is that parameter optimisation has a significant effect on the quality of produced parts and thereby the amount of time required for commissioning. Consequently, automating parameter optimisation has the potential to effectively reduce cost and time spent on commissioning manufacturing systems. To confirm this hypothesis we plan to contrast times required for manual parameter optimisation with those resulting from the application of our optimisation algorithm. Actually developing a dependable approach for this task, however, poses several challenges as outlined in this chapter.

3.1 Identification and Quantification of Parameters

In Section 2 we introduced several environmental influences that can have a detrimental effect on the production process of the machine that is to be commissioned. Correctly identifying and quantifying them is a challenging task. This becomes especially evident if one considers diverse raw materials and their possibly differing qualities, e.g. manufacturer or even batch dependent.

Furthermore, we introduced process parameters that can be varied to mitigate the detrimental effect of aforementioned environmental parameters. To validate that these parameters are actually relevant to the production process and all relevant parameters are taken into consideration, we will conduct structured interviews with companies that employ additive manufacturing at an industrial scale and other experts in the field.

Section 2 is limited to processes encountered in the domain of additive manufacturing. Since we aim for an approach that can also be applied to other production processes we need to arrive at a domain-independent definition of commissioning. This definition can then be used to define similarities between production processes and their commissioning procedures. To arrive at this definition we will also conduct structured interviews over a broad range of producers of manufacturing systems or manufacturers.

3.2 Data-related Challenges

Commissioning in full, is usually executed before the handover of the manufacturing system. Parameter optimisation can also be required after a change in raw-material quality, a refit to produce different parts or extensive maintenance work. Compared to the overall runtime of a manufacturing system, this leads to very few opportunities to collect data. To generate data a simulation of the production process in question could be employed. However, many production processes are heavily influenced by advanced thermodynamics and material properties. Therefore, simulating them to the degree of detail that is needed requires large amounts of time and resources. Furthermore, the simulation would be limited to one production process and not easily adaptable to additional processes, which would render it uneconomic. A more promising solution to the data sparsity could be achieved by incorporating data collected by predictive quality approaches already employed on similar machines in the field. This would make it easier to empirically detect correlations between environmental influences and corresponding parameter configurations.

Automatically assessing the quality of chosen parameters via assessing the quality of the produced product is another data-related challenge. This would require the presence of automatic quality measurement systems, which is not commonplace. Therefore, our envisioned approach should actively request feedback of experts that manually assess the product’s quality.
Figure 3: Schematic description of knowledge based (top-down) and learning systems (bottom-up). Our proposed approach (ACPE) combines aspects of both and is consequently shown in the middle.

4 TOWARDS AUTOMATIC COMMISSIONING

As outlined in Section 3, one of the main challenges for applying learning systems is the scarcity of commissionings of identical machines, which leads to few opportunities for collecting data. To mitigate the resulting uncertainties and training difficulties we propose an approach that combines learning and knowledge based methods. Based on a large amount of observations, learning systems generalize knowledge. As such, they work in a bottom-up manner. Contrary to that, knowledge based systems work as a top-down approach, inferring facts from a knowledge- and rule-base (Liao, 2005). A high level overview of these paradigms and their proposed interactions with our approach can be seen in Figure 3. This sections outlines our approach to achieve automatic parameter optimisation for commissioning under the constraint of sparse data and places it in academic context.

4.1 Learning Quality Prediction and Strategy Selection

In the context of FDM printing we see machine learning as a viable approach for achieving suitable quality prediction and strategy selection. In a reinforcement learning context a strategy would also be referred to as a policy. The ideal strategy would be to select process parameters (the action the system should take) for each set of 3D model, printer, environment and material (forming the state the system finds itself in) in a manner that facilitates the highest possible quality. Predicting the print quality requires an algorithm to predetermine the quality of a part produced by applying an action to a specific state. Quality prediction and strategy selection are generally different machine learning tasks, namely regression and planning. We will solve those with different base algorithms forming an actor-critic method (Sutton et al., 2000). Nonetheless, the results obtained by quality prediction can greatly improve strategy selection. Given an advanced quality prediction system each state-action pair can be evaluated on the fly without the need to real world test it by printing it, resulting in model-based learning, which would be considerably faster. If the described ideal strategy was known, it would allow instantaneous commissioning of all printers for all tasks without the need of any commissioning time. An ideal partial strategy selects optimal actions (returning the highest quality part) for one given printer. We expect partial strategies to be related to each other and in conjunction to be able to closely describe the ideal strategy, if enough partial strategies are known.

Finding a quality prediction system, that is able to successfully generate reliable quality predictions for all state-action pairs, will not be achievable due to the large variety of printers and models. However we will create partial prediction systems that are able to perform for individual or small sets of printers, while trying to maintain an as large as possible variety of predictable models. Those partial prediction systems will be able to generalise for similar printers. The main challenge for constructing the prediction system will be the availability of data as there are—to our knowledge—no public comprehensive 3D printing data sets and as such all training data will have to be generated. To solve the quality prediction problem we will investigate the use of various classification techniques such as linear regression, decision trees (Kotsiantis, 2013), support vector machines and artificial neural networks. Depending on the algorithm we will either model classifications as individual regression problems or engineer a metric to transform class based assessments into a single variable description. This is done to ensure comparability. Beyond the algorithm itself we see two general approaches to the problem: To either try to directly incorporate the model as a whole into the classifier or to only use an abstract representation for it. The former would result in the use of learned convolutions (in the form of neural network layers) to extract core features and the latter would require an advanced (computable) metric to describe model complexity. During this project we will research the most feasible classification algorithm and approach for our problem as they both have advantages and drawbacks. Convolutional networks typically need numerous training samples, in-
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creasing with depth, until good results are achieved. When, like in this case, the exact targets are unknown, but rather represent a partial input for classification, learning the correct convolution becomes even harder. Yet they are able to learn complex connections for which finding an accurate algorithmic description would normally require large amounts of time.

To find reasonable strategies we plan to utilise Extended Classifier Systems (XCS) (Wilson, 1995; Butz and Wilson, 2002) a derivative of Learning Classifier Systems (LCS) (Holland, 1976). While standard XCS typically takes binary inputs we will encounter continuous (e.g. temperatures or speeds) or other non-binary inputs and therefore need the ability to take real value inputs, which becomes possible in the XCS extension XCSR (Wilson, 2000). XCSR uses IF-THEN rules with an assigned quality (accuracy in predicting reward). Those IF-THEN rules are typically generated and optimised by a steady-state niche genetic algorithm (GA) but they can also be created by humans, for example by formalising the knowledge of a pool of experts as described in Section 4.2. The strategy itself will need to be able to extrapolate knowledge from known state-action pairs and combine it with existing knowledge. To fill existing knowledge gaps, as formerly defined by Stein et al. (Stein et al., 2018), active learning (Cohn et al., 1994) can be employed (Stein et al., 2017a). In addition we will expect to be able to use interpolation between known classifiers to gain knowledge on inter-laying classifiers (Stein et al., 2016; Stein et al., 2017b). Figure 4 illustrates the basic procedure. Known points (sets of parameters) in the multi-dimensional parameter space, that are similar to the parameter combination for which the quality is to be determined, are selected and interpolated to determine the new quality.

4.2 Incorporating Expert Knowledge

Historically, there have been multiple options of integrating expert knowledge with algorithms. The most prominent are expert systems. Expert systems consist of manually curated knowledge bases that contain facts and rules, as well as inference engines that deduce facts based on the associated knowledge bases (Liao, 2005). However, formalising expert knowledge to a sufficient degree is a complex task, especially since experts tend to take a certain amount of common-sense for granted, omitting crucial information about the process. Furthermore they can only dedicate a limited amount of time since they are constantly required to work on projects creating more direct revenue. Embeddings of knowledge bases are successfully applied to increase performance of learning systems, for example in recommender systems (Wang et al., 2018; Sun et al., 2018) and text understanding (Wang et al., 2017; Yang and Mitchell, 2019). In the context of LCS Urbanowicz et al. experimented with the incorporation of expert knowledge for guiding the discovery components to explore attribute values found most predictive (Urbanowicz et al., 2012). In addition, reasoning tasks have been shown to fall short because of a lack of formalised common-sense knowledge being present in the data they have been trained on (Tandon et al., 2018). Similarly, there are approaches to mitigate this by incorporating formalisations of common-sense knowledge in the training process (Ma et al., 2018). Inspired by the successful combination of knowledge bases and learning systems outlined above, our approach seeks to mitigate the effect of scarce training data, by fusing of knowledge based and learning systems.

Knowledge about production processes, relevant parameters and influences is readily available in the industry. However, most of the time it is not documented in a structured and digitalized way. Therefore, we propose to work towards a knowledge base by persisting expert knowledge. As a first step we will form a semi-structured natural language knowledge base by recording expert knowledge of the FDM process with a markup language. This has the benefit of providing an easy to use interface for experts. Furthermore, if embedded in a documentation infrastructure, that
other experts have access to, it provides a way of sharing knowledge throughout the company. While this infrastructure can already be considered a knowledge base, it is not yet easily computationally interpretable. Therefore, it is converted into a more formal representation consisting of conditions (Lehmann and Magidor, 1992) and triples, that describe relationships between entities (Nickel et al., 2016). Based on formal representations, multiple approaches exist in literature for knowledge base completion by automatically detecting and creating missing relations (Socher et al., 2013; Nguyen et al., 2018; Lin et al., 2015; Das et al., 2017). We will evaluate their applicability to process-oriented knowledge bases. Lastly, these completed formal representations are then transformed into embeddings which can be incorporated into the learning algorithms to give them an understanding of process knowledge. We assume that this has a positive effect on the amount of data required for training.

As another approach addressing the scarcity of training data we want to evaluate transformations between knowledge representations. Knowledge in LCSs is represented by a learnt set of rules, whereas in ANNs it is represented by a matrix of neural weights. LCSs’ knowledge representation is closer to that of a knowledge base, as in LCSs knowledge is modelled as IF-THEN rules (with an assigned quality). Thus, we will first evaluate a transformation between knowledge bases and LCSs before trying the same with ANNs.

5 CONCLUSIONS

This work illustrated the challenges faced during commissioning of machinery and detailed how automatic parameter optimisation can decrease both time needed for commissioning as well as down-times during the remainder of a machine’s lifetime. We introduced FDM printing as a case study, outlining parameters that can be adjusted to increase its robustness against environmental factors. To achieve automatic parameter optimisation we outlined an approach to develop a learning system that could also facilitate on-boarding of and knowledge transfer between commissioners. A concrete next step will be the development of a pipeline to reproducibly conduct experiments with FDM printers to quantify the effect of different parameter configurations. In future research we will strive to realise the envisioned goal by implementing and evaluating the described approach on the dataset resulting from these experiments.
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