Human-aware Robot Navigation in Logistics Warehouses
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Abstract: Industrial and mobile robots demand reliable and safe navigation capabilities to operate in human populated environments such as advanced manufacturing industries and logistics warehouses. Currently mobile robot platforms can navigate through their environment avoiding coworkers in the shared workspace, considering them as static or dynamic obstacles. This strategy is efficient for safety, strictly speaking, but is not sufficient to provide humans integrity and comfortable working conditions. To this end, this paper proposes a human-aware navigation framework for comfortable, reliable and safely navigation designed to run in real-time on a mobile robot platform in logistics warehouses. This is accomplished by estimating human localization using RGB-D detector, then generating a virtual circular obstacle enclosing human pose. This virtual obstacle is then fused with the 2D laser range scan and used in ROS navigation stack local costmap for human-aware navigation. This strategy guarantees a different approach distance to obstacles depending on the human or non-human nature of the obstacle. Hence the mobile robot can approach closely to pallet to pick up objects while maintaining an integrity distance to humans. The reliability of the proposed framework is demonstrated in a workbench of experiments using simulated mobile robot navigation in logistics warehouses environment.

1 INTRODUCTION

In logistics warehouses, pick and place mobile robots are designed to navigate in an environment often structured in long and narrow aisles. Robots need to approach very closely the racks located on the side of the aisle (Wahrmann et al., 2017). In the same time, robots are likely to cross human coworkers. Humans need to feel safe in their personal space when sharing workspace with robots. In vision-based autonomous navigation, several typical obstacle avoidance methods have been proposed recently. Krajnik et al. (Krajnik et al., 2017) proposed to use heterogeneous visual features such as points, line segments, lines, planes, and vanishing points to process a visual simultaneous localization and mapping (SLAM) or to use depth information from a low-cost sensor (RGB-D) to localize the obstacles. In (Yang et al., 2016), a nonlinear controller is designed to achieve target tracking and obstacle avoidance in complex environ-
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Figure 1: Example of an output frame of ROS based human perception process, showing detector and localizer results in RViz.

ments. In (Malone et al., 2017), stochastic reachable sets are used to generate accurate artificial potential field for dynamic obstacles for online path planning. In (Nardi and Stachniss, 2017), a probabilistic approach is developed for modeling uncertain trajectories of the moving entities that share workspace with robot.
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Most of the previous research works consider humans as dynamic obstacles using different techniques and sensing modalities. Nevertheless, considering humans as dynamic obstacles to simply avoid them is certainly sufficient from the safety point of view, but can cause annoyances for humans. Indeed, proxemics theory, one of the most popular principles in Human Robot Spatial Interaction (HRSI), advises to select appropriate interaction distances between robots and humans (Lindner and Eschenbach, 2017). The robot should keep a certain distance from a human while navigating, preferably greater than 1.2m not to violate the Personal Space (PS).

Currently, many researches are devoted to design navigation approaches with safety control in complex environments. For instance, Choi et al. (Choi et al., 2017) proposed Gaussian process motion regression based robot navigation, which predicts future trajectory of human with two Microsoft Kinect sensors in dynamic environments. In (Song et al., 2017), a shared-control scheme based navigation is proposed via combining active obstacle avoidance and passive-compliant motion behavior prediction for human, where walking-assistant robot avoids collision and allows safe guidance for human using leg detector by 2D laser sensor. In (Zimmermann et al., 2018), the robot trajectory planning is done by estimating 3D human pose in RGB-D images while executing tasks in cluttered environments occupied with different features of the obstacles.

Numerous solutions have been presented for human detection and tracking in a human populated environment based on 2D Laser range sensors (Linder et al., 2016; Song et al., 2017). The core idea of human detection is a binary classifier trained on leg appearance features that is reflected by beams of 2D laser sensor. First, the reflected 2D laser data (points) is segmented according to Euclidian distance (jump distance) between continuously neighboring 2D points. These segments are then classified as a human leg if it scores approximation values of 2D geometrical structure features, which are characterized by pre-defined fourteen parameters such as number of reflected points, width, linearity, circularity, radius as described by (Arras et al., 2007). Nevertheless, even if these methods achieve great performances in airport and hospital environment, they are not applicable in logistics warehouses environment due to the high number of false detection as reported in this study. On the other hand, human detectors based on 3D vision show high performances in industrial environment (Munaro et al., 2016) and intralogistics warehouses (Linder et al., 2018).

For these reasons, the main goal of this research is to design a human-aware navigation framework that makes the robot behaviour more sociable (as shown in Figure 1). It implies being able to distinguish between human and non-human obstacles, which is currently the case in the state-of-the-art. We investigate the constraints of human detection algorithm implementation taking into account different point of view, from the computational costs, to the safety and proxemics theory requirements. The proposed framework is designed to be optimal in logistics warehouses environments with their specific properties and constraints. Then, the functionality of the framework is proved in an experiment based on autonomous Summit XL mobile robot in a logistics warehouses simulated environment relying on the well known Robot Operating System (ROS) (Quigley et al., 2009). To illustrate, one of the powerful ROS toolbox is Navigation Stack which detects obstacles through 2D laser sensor in real time. Then, inflation layer is created with around obstacles by inflation radius value to avoid the collision. The idea is to use a small inflation radius value that allow pick and place mobile robot to close enough to its targets that are installed in selective racks. Additionally, coworkers safety area is manipulated as a circular obstacle fused in laser scan data. The final achievement of this research is a global architecture keeping a balance between real-time constraints leading to investment and operational costs and societal issues to make the human working conditions more comfortable.

This paper is structured as follows: Section 2 describes the proposed sensor interaction algorithm for human-aware mobile robot navigation in logistics warehouses. Section 3 presents experimental results demonstrating the advantages of the proposed framework. Finally, conclusions are drawn in Section 4.

2 HUMAN-AWARE NAVIGATION FRAMEWORK

2.1 Mobile Robot Navigation

ROS is a compilation of tools, libraries, and utilities which facilitate the design of complex robot tasks through powerful algorithms implementation such as Navigation Stack which is composed of several algorithms (ROS nodes). These nodes are communicating via publish/subscribe message-oriented middleware. For each ROS node, information is sent/received via a given topic as a structured data message. Consequently, a variety of information patterns can be expressed.

---

changed between different information sources and manipulated by robust algorithms.

Actually, ROS Navigation Stack provides generic autonomous navigation via path planning and SLAM system. This allows robot to localize obstacles around it, plan a path to avoid collision, and navigate in unknown or partially known environments. Therefore, online planning is needed to create a collision free trajectory over the global trajectory toward the goal w.r.t trajectory optimization. So that, (Rösmann et al., 2017) policies are used for on-line trajectory planning which is based on Timed-Elastic-Band (TEB) approach. That is called teb-local planner\(^2\) which combines temporal information to reach the goal. This method based on odometry and laser scan data requires only low computational resources. Conceptual overview of the system architecture is shown in Figure 2, based on move_base\(^3\) node in ROS Navigation stack.

### 2.2 Human Detection and Localization

To localize humans, we implement depth-based human detection method using the Point Cloud Library (PCL) and RGB-D data (Munaro et al., 2016) as illustrated in Figure 3. Initially, to obtain a real time performance, the 3D points cloud data is reduced by voxel grid filter, where each voxel is scaled down by threshold size close to its centroid coordinates. This downsizing operation reduces voxel size to 0.06 m of its real size that is sufficient to perform the detection process.

The ground plane (GP) is estimated and removed from the obtained voxel grid. The RANSAC-based least square method is used at each frame to compute the GP equation coefficients and update it with respect of the previous frame estimation. The remaining 3D points are clustered in 3D boxes based on their Euclidean distances. Then, these 3D boxes are segmented into sub-clusters to center them on peaks of a height map which contains threshold distance of the points from GP. These peaks are representing the human’s head positions and its 2D RGB image is representing region of interest (ROIs). Instantly, the RGB image exhibiting ROIs is used by RGB-based human detector to compute RGB confidence index for the obtained sub-clusters. From the confidence index, we can select true positive human detection and eliminate false detection. At this stage, two methods are investigated:

- A usual machine learning method: HOG-based human detector with the recommended training configurations by (Dalal and Triggs, 2005) based on support vector machine (SVM).
- A recent deep neural network method based on reinforcement computation implemented in CPU or GPU: YOLO-based human detector by (Redmon and Farhadi, 2018) in its open source Darknet\(^4\) framework with 53 convolutional layers for features extraction.

In experiments, a pre-trained model (yolov3-tiny based on COCO dataset) is used, which is characterised by small model. Then, each human-detector method is tested individually and the obtained results are discussed in more details in results section. An example for the extended code to output markers for visualization of ROIs and their RGB confidence score is given in Figure 4. Finally, the detected humans poses are published as ROS topic to be used further with human safety area generation.

---


2.3 Human Safety Area (HSA) Fusion

The navigation stack needs to know the position of sensors, wheels, and joints in respect to robot base. This is done using ROS Transform Frame (TF) package. The located human position coordinate is transformed from RGB-D frame to 2D LIDAR sensor frame for further human safety area calculations.

In warehouse environment, the mobile manipulator needs to come close to the pallets to pick up objects on the pallets. So the parameter for the security distance used to avoid collision between robots and pallets is set low. In the meantime, humans must not be scared by robots and the proxemics theory gives a higher value for the optimal distance between robots and humans (1.2 m). Once the distinction between human and non-human obstacle is done, the fusion process 2D laser plane must take this constraint into account. The HSA is virtually inserted as an obstacle in the warehouse environment and merge with the signal coming from the 2D lidars. This new signal and associated occupancy grid is then used by the robot local planner to navigate safely and human integrity in the warehouse.

The tested 2D-LIDAR is of type Hokuyo UST-20LX at a height of 0.12 m with 20 m detection range, and 270° wide detection angle \([-135° : 135°]\). The start laser ray angle \(\phi_o = -135°\) forward along the X axis in laser frame, alongside high angular resolution \(\Delta = 0.25°\) (angle between 2 beams) with measurement discrete steps \((\eta_i,i = [1 : 1081])\) and 25 msec high speed response. To sum up, the laser ray angle \(\phi \in [\phi_o + \eta_i \cdot \Delta]\). As shown in Figure 5a, suppose the HSA is represented as a Virtual Safety Circle (VSC) centroid with detected human coordinates \(C = \left(\frac{P_i}{\eta_i}\right)\) and radius \(r\). The goal is to find all the range \(\mu_i\) and intensity for each angle \(\theta_i\) of index \(i\) \((i \in [1 : 1081])\) which is done using the following calculations:

First, we determine the angle \(\theta_c\), the \(\theta_r\) minimum, and \(\theta_N\) maximum angles of the \(P_i N\) arc corresponding to intersection points \(P, N\) displayed on Figure 5a.

\[
\theta_c = \arctan(2(x_c, y_c)), \quad \eta_c = E \left[\frac{\theta - \phi_o}{\Delta}\right] \quad (1)
\]

\[
\theta_r = \min(\theta_c + \psi, \theta_c - \psi), \quad \eta_r = E \left[\frac{\theta - \phi_o}{\Delta}\right] \quad (2)
\]

\[
\theta_N = \max(\theta_c + \psi, \theta_c - \psi), \quad \eta_N = E \left[\frac{\theta - \phi_o}{\Delta}\right] \quad (3)
\]

where \(\psi = \arccos\left(\frac{r}{d}\right)\). Let \(\omega_C = \theta_C - \theta_i\) and \(\mu_i, \theta_i\) respectively the range and angle associated with \(Q_i\) (see Figure 5b). Applying Al Kashi theorem in triangle \(LQC\):

\[
r^2 = \mu_i^2 + d^2 - 2d \cdot \mu_i \cos(\omega_i) \quad (4)
\]

The resolution of this quadratic equation leads to two solutions and the minimum is chosen to be \(\mu_i\). Thus,

\[
Q_i = \mu_i \left[\frac{\cos(\theta)}{\sin(\theta)}\right] \quad (5)
\]
3 EXPERIMENTS AND RESULTS

The performance and capabilities of the proposed system are tested using a PC with Intel Core i7-6700HQ CPU 2.60 GHz, 32 GB of RAM and Nvidia Quadro GPU M3000M with 4 GB of memory and 1024 CUDA cores under Ubuntu 16.04 (Xenial) with ROS Kinetic. Several experiments are designed to reinforce the demands invoked in the introduction. First, human detection is investigated and evaluated, then the evaluation of the safety navigation approach is focused on avoiding obstacles. Testing the navigation system is carried out in logistic warehouse simulation environment using Summit XL mobile robot with Orbbec Astra RGB-D camera mounted on top of the robot at 1.63 m and with Hokuyo laser range finder at 0.12 m from ground plane as given in Figure 6.

3.1 Human Detection Evaluation

Detection-based metrics (Goutte and Gaussier, 2005) are utilized for evaluating human detectors. These metrics include Accuracy, Precision, Recall, F1-Measure and FP-Rate which are depending on the number of correctly detected (True Positive: TP), falsely detected (False Positive: FP), missed detected objects (False Negative: FN) and true rejected object (True Negative: TN). The following performance indices are considered:

- Precision of predictions = $\frac{TP}{TP + FP}$
- Recall = $\frac{TP}{TP + FN}$
- Accuracy = $\frac{(TP + TN)}{(TP + TN + FP + FN)}$
- F1-Measure = $2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$
- FP-Rate = $\frac{FP}{(FP + TN)}$

For human detection in 2D laser range data, we compare between different trained classifiers on laser features described in (Linder et al., 2016) using three supervised learning techniques: Adaboost, SVM and the random forest (with 15 trees and maximum depth of 10). Comparatively to the recorded results for human detection which addressed a highly performance in (Linder et al., 2016) due airport environment dataset given in Table 1. Different from the reported result of the same pre-trained human classifiers in logistics environment. Unfortunately, human detection by 2D laser range data is ruled out, where it scores high false alarms and missed detection in respect to the appearance similarity between human leg features and logistics warehouse equipment such as selective racks and pallets at ground plane. 2D-LIDAR features sample for false alarm and missed detection results are shown in Figure 7. In details, false alarms by euro pallet are formatted with a 2D laser features most similarly to the human leg features when coworker is in standing state; where both of them are approximately sharing some features (Circularity, Radius and number of reflected points). Additionally, when the
jump distance value for 2D laser data segmentation is chosen with high value to ignore the false alarms by the selective racks, a highly score of missed detection is found for the coworker in walking state. Under those circumstances, severity rate of human damage is increased. The performance evaluation of 2D laser-based human detector in logistics warehouses simulation is shown in Table 2. Each single experiment is run at least 3 times and detection metrics have been averaged to ensure stable results for each classifier.

For evaluating the performance of human detector in RGB-D data, the classical supervision machine learning technique are compared with deep learning in two computation scenarios: the first scenario uses CPU computation only, the second scenario uses CPU and GPU computation. Due the classical supervision machine learning technique, a pre-trained HOG descriptor is used for human with svm classifier. On the other hand, a pre-trained model (yolov3-tiny) is used based on COCO dataset. Nevertheless, both HOG-based and YOLO-based detectors achieve high detection rates as reported in Table 3.

The YOLO-based detector scores very slow detection time 1.961 (sec) per frame under CPU calculations only. Conversely, it is run in real time only by GPU computation with 53 Hz, very fast detection time 0.008 (sec) per frame and scores less FP-Rate 0.018. While, the HOG-based human detector is run in real time at 18 Hz on CPU with average detection time 0.039 (sec) per frame and score a few FP-rate 0.154, also the HOG detector based on CUDA implementation is run at 34 Hz and fast detection time 0.021 (sec) per frame. Under these circumstances, non-expensive GPU is useful to obtain high speed human perception, but, when mobile robot platform is not equipped with GPU, the HOG-based human perception is adequate in real time.

3.2 Navigation Simulation

Logistics warehouse environment simulation is designed under Gazebo simulator where standard parallel racks are set up at 3.0 m distances of each other. For mapping and simulation experiments, we have created a map by ROS Hector\(^6\) SLAM (Kohlbrecher et al., 2011) with two costmaps configurations: global costmap and local costmap. In the local costmap, a 8×8 rolling window covers 4 m around mobile robot and 0.05 m inflation radius for obstacles in inflation layer. Besides, local trajectory planning parameters are tuned with optimal parameters allowing the robot to maneuver in narrow aisles and let human workers pass through. Then, the proposed method is tested using 2D navigation goal tool in RViz with avoiding obstacles using laser human safety fusion messages (see Figure 8). Figure 9 shows how the mobile robot avoid standing and walking coworkers using the proposed HSA around their localization in logistics warehouses simulation\(^7\).

4 CONCLUSIONS

In this paper, we study a difficult problem namely human aware navigation in warehouses where research results for human detection do not give the expected good results. To overcome this problem, we proposed a new strategy based on a 2-steps method: the first step is to use the depth signal for clustering and identifying 3D boxes likely to be humans; while, the second step is to compute a human presence confidence index from the RGB signal. For the second step, several methods are compared and found solutions able to be run in real time on CPU with the HOG based method or on GPU with deep learning methods. The choice of the second step method depends on the available resources, but at least in the cheapest configuration, one method can solve the problem. The last contribution consists of fusing the data coming from the human detection algorithm and the 2D laser signal to create a 2D map enabling the robot to navigate not only safely but also human friendly, i.e., taking into account the proxemics theory optimal distances between robots and humans. The experiments in the simulation environment proved that the method can improve greatly the robot behaviors when crossing.

\(^6\)Hector SLAM, http://wiki.ros.org/ Hector.slam

\(^7\)Video, https://vimeo.com/325696517
human cowoker in logistics warehouses. In future, the proposed framework will be tested on real robot platform follow through compress human localization using deep neural network models for reducing memory and computational requirements and allowing algorithm implementation on the CPU only.
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Figure 9: Snap-shots of visualisations for robot navigation in simulation experiment using RViz (local planner: blue line, global planner: green line, human safety: green circle (1.2 m radius), local costmap: light gray).
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