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Abstract: Expanding current software traceability methodologies offers opportunities to significantly support development activities. State-of-the-art traceability frameworks use tracing data at specific points in time. This data includes information about development artefacts and their relations, which may be used for analysis, visualisation and similar purposes. In between those points in time, developers create, modify or delete requirements, diagrams, source code and other relevant artefacts. We propose to capture such artefact interactions in order to enrich the tracing data. By applying existing approaches in the field of developer-tool interaction analysis to the enriched data, we aim at supporting the developer’s work. In this paper, we present the overall approach, along with our development of a modular framework which may be used to capture the desired data from various tools, manage it and finally enable the execution of developer-interaction analyses.

1 INTRODUCTION

Applying traceability methodologies to software development allows project members to gain insights into the involved processes and results. Depending on the goals of the traceability implementation, information about various types of requirements, source code, test cases and other artefacts is collected in a structured way. Identifying, managing and updating their relations throughout the development is a core task in order to create the desired trace links. For a basic application, these steps may be done manually. Additionally, (semi-) automated approaches are available, e.g. by utilising information retrieval for recovering traceability links. Yet traceability is not broadly used and current analyses state necessary researches and problem areas (Cleland-Huang et al., 2014).

Since software development involves various tools for particular tasks, the approach which we present here tries to take advantage of this. A number of them offer interfaces, e.g. APIs, that can be used to access the contents which the user creates using the tools. Furthermore, these interfaces may not only provide data, but also enable the execution of internal functionalities. As an example, many IDEs are extensible via plug-in mechanisms along with corresponding APIs. We utilise such possibilities in order to receive information about interactions which influence traced artefacts. Thus, we enrich tracing data with details on how they are changed during development. In our approach, changing an artefact leads to an automated updating of the respective tracing data. For this reason, we call this enrichment dynamic tracing data as opposed to "static tracing". Of course, in current traceability applications the data also changes over time (and thus is not completely static), but we use this denomination to emphasise the fundamental idea of combining artefacts, their relations and developer-tool-interactions which influence them.

Capturing this data allows to integrate various existing approaches and findings on the interactions between developers and their tools. Amongst others, these include supporting the developer by providing helpful information for accomplishing a specific task (Maalej and Sahm, 2010) and suggesting error solving solutions (Hartmann et al., 2010). Besides an extension of traceability features, the goal is to use the combined dynamic and static data in order to enable further analysis, research, and finally assist the users. An example usage is the detection of correlating properties across tool boundaries, e.g. interdependent real-time constraints which are modelled using different tools (Noyer et al., 2017).

In this paper, we motivate the idea of capturing interaction events to enrich current traceability data. For this, related work in the fields of traceability and interaction analysis is considered. In order to introduce our approach, the overall goals and general, ini-
tial thoughts are summarised. They form the basis for presenting our environment for capturing and using the combined thought approaches, common proceedings can be found. Examples are the “AMPLE Traceability Framework”

2 RELATED WORK

Considering available traceability solutions, those containing an automated tracing data generation are most important for us. For example, (Neumüller and Grünbacher, 2006) present lessons learned from developing and introducing a specialised traceability framework in a small company. Because the available traceability environments didn’t suit the intended purposes, they built a custom solution with a focus on automated trace acquisition. Amongst others, the authors motivate the success of their project with smoothly integrating existing development tools. Also, they preferred automating selected features instead of adopting a commercial product with many probably unused functions.

An overview of retrospective and prospective software traceability is provided by the work of (Asuncion et al., 2010). The authors combine these techniques by applying topic modelling to tracing data which is recorded using various tool adapters. A difference to our approach can be found in the way working with multiple projects is integrated. While Asuncion et al. aim at separating the tracing data of each project from other projects, we instead use it to identify cross-project relations and e.g. to provide developers with problem solutions from other projects.

“SAT Analyzer” (Palihawadana et al., 2017) is an example for traceability management environments. It supports predetermined artefact types. By including DevOps practices, it is able to track artefact changes between builds and to create tracing data based on these changes semi-automatically.

Extending traceability with a developer action has been realised by (Mahmoud and Niu, 2013). The authors analyse the impact various types of refactoring have on the traceability of a software project. Depending on the type, they observed both, positive and negative effects during refactoring. This confirms our assumption that considering developer interactions may be a valuable extension to the tracing methodologies.

Research on developer-interaction-analysis can roughly be divided into “offline” methodologies, i.e. understanding the developer’s work by analysing usage data, and “online” approaches which directly monitor interactions when they occur. Examples for the first type can be found at (Snipes et al., 2015) and (Damevski et al., 2017), who utilise data collected by IDEs. (Roehm and Maalej, 2012) show an example for the second type. The authors, along with others, also present an application to support developers by using the monitored data (Roehm et al., 2013).

An interesting approach of considering the momentary used set of tools and artefacts as a context for performing a task is presented by (Maalej and Sahm, 2010). Thus, the developer’s work is structured into tasks for which the involved artefacts are captured in a history-like manner. This idea has been carried further to analyse the suit of traceability methods for specific tasks contexts by (Li and Maalej, 2012). Though focusing on visualisation techniques, their findings also provide insights in how developers interact with artefacts in various tasks, e.g. design, implementation and testing.

3 CURRENT STATE OF TRACEABILITY

The term traceability is used in many areas and thus may include different scopes and methodologies, depending on the actual purpose of its usage. For example, requirements traceability usually puts the life-cycle of a project’s requirements into focus and enables forward and backward tracing of these (Gotel and Finkelstein, 1994). This aims at answering higher, project-related questions, e.g. whether all specified requirements have been implemented or which requirements are affected by an erroneous software module. Regarding model-driven development as another example, the view on traceability is a bit more general and emphasises the tracing of generated artefacts, e.g. created during model transformation (Walderhaug et al., 2006) (Haouam and Meslati, 2016).

Due to these varying aspects, first of all, it is necessary to define the term traceability itself and its scope. Our approach considers various roles of project members and their work during different phases of software development. To enable this, we use a broad definition of the term, which for example Aizenbud-Reshef et al. propose: “We regard traceability as any relationship that exists between artifacts involved in the software-engineering life cycle” (Aizenbud-Reshef et al., 2006).

By considering existing traceability frameworks and approaches, common proceedings can be found. Examples are the “AMPLE Traceability Framework”
(Anquetil et al., 2010), the previously mentioned “SAT Analyzer” (Palihawadana et al., 2017) and the tool presented by (Wijesinghe et al., 2014). We identify and summarise the following steps which traceability frameworks perform and which are relevant to our approach:

- Extract artefact data from the actual project contents (e.g. requirement documents or source code).
- Data equalisation, i.e. transforming the various artefact data models to a common traceability data model.
- Dependency detection, i.e. generation of candidates for artefact link.
- Supervision by the user, e.g. correction of the automatically generated data.
- Usage of the corrected data, e.g. analysing it with the purpose of assessing coverage aspects, executing trace queries or applying visualisation techniques.

We use these findings in our approach to show the relations to current state-of-the-art traceability methods.

4 APPROACH

The tools and frameworks described in the previous section create, manage and use a set of artefacts and their relationships. These tasks are performed at specific points in time during development and are usually started manually. They may also be integrated into a workflow to be performed automatically or at least semi-automatically. The SAT Analyzer, for example, provides a Jenkins integration which asks the user to start the tool after a successful build (Palihawadana et al., 2017). Throughout a project’s progress, performing these tasks create a momentary view on the artefacts and their relations. We consider this as some kind of snapshot and thus call it static tracing data. In between two snapshots, a number of changes occurs, e.g. artefacts are added, deleted or modified, with corresponding impact on their relations. From all the actually performed changes, only a limited number can be extracted from comparing two snapshots. Our assumption is, that this limitation abstracts from more detailed developer actions and thus may miss valuable information. An example for this are decisions and experiences a developer makes with trying out multiple variations of an implementation. Capturing the involved code changes and information about which other artefacts were used while performing this task may help to understand and reproduce the developer’s work later on. The static snapshot only covers the results and probably some documentation about it. But the intermediate states are not captured. Our approach builds upon these considerations and observations by extending current traceability with the “missing” dynamic aspects which influence them. In the following, we present details and backgrounds of this extension, along with an illustrating scenario which interprets developer-tool-interactions as dynamic traceability data that is added to the static data.

4.1 Goals and Initial Considerations

An intended purpose of our approach is to help enabling and improving methodologies which support and assist project members throughout their work. Thus, we have a look at typical ways the involved development tools are utilised.

First of all, we consider tools to be used differently throughout the various phases of the software development life-cycle, depending on the actual task the user wants to accomplish. Generally, our approach should be applicable at all phases in which artefacts are created or used. As a common assumption, early project stages may involve a frequent creation and change of requirement artefacts, while subsequent work focuses on design artefacts. When software design is implemented, requirements probably undergo less changes than source code artefacts. Thus, for most artefact types, project phases exist in which they are either frequently or rarely changed.

Another varying in the amount of interactions can be found by looking at particular interaction types. We take implementation as an example: Writing code includes many low-level editor input events, especially key strokes. Additionally, higher IDE functionalities may be used, e.g. refactoring or code generation. Compared to the editor input events, these functionalities are expected to be executed less frequently. This can be continued using interactions with version control systems or continuous integration systems.

Having these characteristics of possible user interactions in mind, there has to be a trade-off between the level of detail in which interactions are captured, and the amount of data which is necessary for analyses and for providing assistance. Thus, at the current state, our approach does neither limit nor prescribe a specific level of detail for capturing interactions. Furthermore, we aim at getting insights in order to find reasonable trade-offs for various levels of assistance. Another discussion of user interaction data granularity for monitoring purposes can be found at (Roehm et al., 2013).
Each developer-tool interaction may result in a change of the tracing data. For example, adding a new class to a software implementation also creates a corresponding artefact in the tracing data. Additionally, the traceability link extractors may produce link candidates. A simple example would be creating source code for a Java class which is named similar to an element of an UML diagram. An appropriate algorithm for recovering diagram to source code traceability links could detect the matching names and thus propose a link between the corresponding artefacts. Figure 1 visualises this idea. The example illustrates the correlation of static tracing data “snapshots” and the developer-tool-interactions which our approach is based on. It also shows that tracing the developer interactions in our case not only builds upon current traceability methodology, but furthermore requires it.

4.2 Scenario Description

The basic idea is capturing the static tracing data along with information about events which influence it, e.g. developer-tool-interactions. For this, we access the tools via the interfaces they provide. These are used to extract artefact data from the tool contents and to monitor their modifications during tool runtime. When such changes, i.e. creation, modification and deletion, are detected, algorithms for generating link candidates are automatically executed. Additionally, information about the interaction which caused the data change is collected and assigned to the affected artefact(s). The collected data may be revised, corrected and completed, if necessary. Afterwards further usage of the combined static and dynamic tracing data is possible, e.g. for analysis and visualisation purposes. The overall process is summarised in Figure 2 using a simplified UML activity diagram.

By using the tool interfaces for gathering artefacts, our tracing data enables a technical connection to their sources, the tools and the actual artefacts. Furthermore, the tracing data may refer to objects which the tools provide during their runtime, e.g. in-memory content which is not saved in files. This has the advantage of enabling traceability beyond files and file contents, but may also induce volatile references. A main characteristic of the framework is to store information about the artefacts and interactions, which can be seen as meta-data. The actual artefact contents are not stored, but may be accessed using the retained references.

Regarding the tracing data granularity, our approach does not limit the possibilities at this point, i.e. we don’t prescribe a fixed meta model. In fact, a basic meta model is implicitly given by the applied extraction algorithms and tools which create the tracing data. The user is free to extend and adjust the model or to even use any other meta model. This however would require some form of additional data and model transformation. A rule engine and other tools are provided by the framework to support the user in this task and to automate it. In the following, we begin with explaining the static tracing approach and extend it using dynamic aspects in section 4.2.2.
4.2.1 Starting Point: Static Tracing

As we build upon state-of-the-art tracing methodologies, the infrastructure for generating, managing and using traceability data resembles the ones of existing approaches. Similar to (Neumüller and Grünbacher, 2006), we prefer developing a custom solution with a specialised set of features, instead of adapting an existing one. Nevertheless, interfacing the available, more comprehensive traceability environments or transferring our approach to these could be possible in the future.

Our framework is designed to enable the steps described in section 3 as a basis, which is shown in Figure 3. The underlying architecture forms a distributed system, so each arrow in the figure indicates communications between distributed components. The subsequent explanations of the framework and its elements follow the order of activities depicted in Figure 2.

By focusing on the work of the project members and their tools, most of the tracing data is extracted at points where artefacts are directly accessible. Adapters are used to a) technically integrate the respective extraction algorithms and b) perform data transformations if necessary, e.g. equalisation. Extracted data is assigned to a project and stored using a central Data Management Core component. Based on the extracted data, Link Candidate Generators for creating relation and dependency link suggestions are executed. A Data Management GUI is provided to let the user supervise these processes, e.g. by removing undesired link candidates. Additionally, the user is able to use this component for configuring the extraction and generation algorithms per project, for example by adjusting parameters for information retrieval methods. Finally, the Data Management Core provides interfaces to access to the refined traceability data for further usage in Traceability Applications, e.g. for getting comprehensive insights via appropriate data visualisations or for analysing purposes.

Two types of link candidate generators are applied. At first, tool-specific ones are executed, which are part of the adapter as shown in Figure 4. Thus, these algorithms are able to use the tool’s interface in order to retrieve further information beyond the collected artefact data. Secondly, cross-tool link generators are used that process artefact data which has been extracted from multiple tools. For example, this can be a retrieval method for requirement-to-code links, using artefacts extracted from an office tool and an IDE. This second type of link generation is steered by the Data Management Core. As these generators are utilised to work in a more global way, they may not have an immediate access to the tool interfaces like the tool-specific ones. Thus, they have to include custom methods for obtaining additional data from the artefacts. For example, the mentioned requirement-to-code link generator may use information retrieval methods, for which the parsing of requirement documents is necessary.

In case a tool does not provide a suitable interface for connecting an adapter, we consider the file system as a fall-back solution. Files inside project directories, along with their states, are monitored using a Generic File Adapter. When the creation or a modification of a relevant file is detected, two ways for an automated proceeding are available:

1. basic handling; the file is interpreted as a single artefact,
2. specialised handling; artefact data is extracted from the file contents.

While basic handling is available for all file types, a specialised treatment requires an appropriate extractor that is capable of parsing and understanding the file contents.

The user’s tracing data adjustments which are performed via the GUI are executed in the core component and, furthermore, also tracked. Otherwise, the automatically executed generators could re-create links which the user previously removed. Saving the user’s decision not only prevents the link re-creation, it also enables the user to review and possibly change his/her decision later on. Thus, a removed link is
The framework is designed in a modular way in order to enable a simple adaptation for various development environments and usages. In Figure 3, these modular, exchangeable elements are indicated by using layered boxes. Components like the Link Candidate Generators can be added to and removed from the system in order to fulfill particular requirements. The green coloured components in the figure form the framework’s main part and provide interfaces and extension points to achieve modularity.

To provide an explaining example, we will use a simple software project development. It consists of requirement specifications, UML class diagrams which are designed to meet them and finally Java classes which implement the UML designs. Developers create and modify these artefacts using specific development tools: an office application for writing requirement documents, a UML diagramming tool and a Java IDE for implementing the designed system. While the UML and Java tools are adapted using their plugin APIs, the office application does not provide any suitable interface. Thus, we use the generic file adapter, along with a specialised handler for requirement files. It is able to parse the documents and to extract requirement artefacts. The tool adapters, as well as the file handler, also generate tool-specific artefact links. Amongst others, these are dependencies between requirements, object-oriented associations in the diagrams and explicitly implemented usages, e.g. a class instantiating another one. Additionally, generators for recovering the cross-tool artefact link types requirement-to-diagram and diagram-to-code are used. The generated tracing data is stored by the data management core and may, for example, be accessed to interactively visualise the artefacts and their relations.

4.2.2 Extension: Dynamic Tracing

Every time an artefact change is detected, e.g. by capturing a developer-tool interaction, the process of extracting and generating tracing data (previously shown in Figure 2) is executed. Thus, the framework traces what the developers did, which artefacts are affected and how this influenced the tracing data. As the tool interfaces enable to gain the relevant information about interactions, this task is performed by the interconnecting adapters. Similar to the static tracing data, the results are sent to and stored in the core component. Like in case of the static tracing data, the actual changes, e.g. added or removed artefact contents, are not stored at this point. Thus, the information about interactions also may be characterised as meta-data.

Referring to the considerations of section 4.1, the types and granularities of the captured interaction data should not be prescribed. Thus, the adapters can be configured in order to specify what data has to be captured. The basic idea is to equip the adapters with as much capturing capabilities as possible, but let the user decide which of these are actually to be used.

If the APIs don’t provide the necessary granularity, other ways to access the data have to be used. A possible solution is the generic file adapter which has been described in the previous section. Considering dynamic data, this adapter is able to monitor and provide three types of events: creation, modification and deletion of files. This is a starting point for recovering user interactions which occurred between different file versions. A simple example would be monitoring the creation of a new source file (A) and, after a while, its modification (B). By comparing the file contents of state A and B, particular user interactions may be identified, e.g. adding or renaming classes, methods, variables and so forth. As mentioned before, our framework core does not store file contents. Thus, it is up to the file handlers which use the generic adapter to implement such storage. Of course, this procedure provided by the generic adapter is rather basic and doesn’t offer a detailed or immediate interaction analysis, but it enables a fall-back if no other method is available.

To pick up the example of the previous chapter, we add capturing and using dynamic data to it. The tool adapters which are attached to both, the UML editor and the IDE, are used to capture information about the currently selected artefact of each tool. For example, switching from a Java class to another inside the IDE creates a corresponding event which the adapter is able to catch. Thus, dynamic tracing data is generated which includes the interaction type artefact selection change, as well as links to the previously and the currently selected artefact. This data is stored in the Data Management Core, which allows further usage e.g. by suitable algorithms. In this example, the artefact selection change data is used to provide an artefact usage history and a tool for suggesting related artefacts according to the current selection. An existing approach for this kind of data usage has been presented by (Singer et al., 2005). Following the framework overview of Figure 3, an overall illustration of the example is shown in Figure 5, which contains instances of each framework component. For the purpose of simplification, the Data Management Core and the GUI are represented by a single Data Management component.
5 DISCUSSION

The presented approach addresses specific problem areas of software traceability but does not try to create an overall solution. Furthermore, we attempt to bring in another view on traceable aspects and other possibilities during development processes. We use results for automating traceability tasks, which have been part of this topic’s research since many years (Cleland-Huang et al., 2014). Extending static tracing data with information about related tool interactions which influences it picks these existing ideas up and takes them further. For this, suitable tool interfaces are necessary in order to capture the desired aspects. When these interfaces are available, other advantages also appear, e.g. using them to gain additional insight about artefact correlations.

The availability of appropriate interfaces is a sticking point. For various reasons, many tools don’t provide mechanisms for accessing their internal data. Another issue is the additionally required development of adapters. Due to the technological heterogeneity, this is a non-trivial task. As these points are not limited to the area of traceability, a comprehensive discussion of such integration aspects can be found at (Broy et al., 2010). To somehow deal with the lack of interfacing, we created the generic fall-back solution which monitors the file system and derives user interactions from file modifications.

Aside from the technical possibilities which the available interfaces provide, it is reasonable to generally think about capturing developer-tool-interactions. Although our approach does not require a specific level of detail regarding the interaction data, the possibilities to assist the developer and the software traceability may be coupled to it. This leads to the emerging, open question: How does the data’s level of detail influence the possible level of support? A related aspect is privacy. Developers probably don’t like to have every working step tracked, as this could lead to forms of surveillance which are contrary to our intention of support and assistance. Also, for extending our approach, it would be desirable to include additional sources developer use, e.g. web searches for getting help with particular errors. While this, on the one hand, could enable helping developers to solve problems others have already coped with, it may on the other hand be regarded as an undesired behaviour tracking. We will carry on including such considerations in our work and examine how our approach could support finding a suitable trade-off.

The initial idea behind our approach originates from the general software development field and thus is primarily based on the corresponding tools and processes. Considering related or even more specialised domains seems to provide helpful input in order to increase the possibilities to assist and support developers. Beyond that, this could enhance the framework’s applicability. Currently considered domains are computer-aided design (CAD) and system modelling, especially model-driven development of embedded systems.

6 CONCLUSIONS

We propose an approach which captures developer-tool-interactions in order to enrich the data current traceability methodologies usually focus on. This capturing is achieved by connecting to available interfaces of development tools, e.g. the plug-in API of an IDE. As the interactions result in a frequent change of the traced artefacts, we call this enrichment dynamic tracing data. A goal of this approach is to enable support and assistance throughout development processes. As an example, the dynamic traces could be analysed in order to offer the developer know-how others gained in similar processes or situations. Therefore, our approach combines existing research in the fields of software traceability and developer-interaction-analysis.

Currently, we aim at further simplifying the framework’s extensibility, especially for integrating additional tracing data extractors, link candidate generators, and finally the applications which use the captured and refined traceability data. Amongst others, these will be algorithms which perform data analyses in order to enable the intended developer support. A present limitation of our framework is focussing on development tools which are actually desktop applications. We intend to include online services, e.g. by
providing eligible adapters.
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