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Abstract: Code smell is a sign of design and development flaws in a software system which reduces the reusability and maintainability of the system. Refactoring is a continuous practice of eliminating code smells from the source code. A God Class is one of the most common code smells where too many responsibilities are defined in a single class. God Classes reduce the quality of a system by increasing coupling and decreasing cohesion. In this paper, we propose an approach for extracting a God Class into new classes by increasing class cohesion. For this, both structural and semantic relationship between methods in a class are analyzed, and strongly related methods are clustered and suggested to be in the same class. We assessed the proposed approach on fifteen real God Classes from two well-known open source systems and it is shown that the cohesion among the classes is increased after refactoring. A comparative result of our approach with a similar existing approach is presented and it is found that our approach provides better results for almost all the experimented God Classes.

1 INTRODUCTION

Code smell being a programming practice, always degrades the quality, understandability and changeability of source code (Fowler, 1999). It violates the fundamental rules of Object Oriented Programming (OOP) concept. One of the principle guidelines of OOP is that, a class should focus on a specific responsibility (high cohesion) and have limited dependency with other classes (low coupling). However, throughout the life cycle of a software development, it undergoes many changes and manipulations, and for which a class may become complex and large with additional responsibilities. It deteriorates the quality and generates bad code smell which is generally known as God Class (GC) or Blob (Brown et al., 1998).

A GC increases coupling and decreases cohesion within classes which makes it difficult to meet change requirements in the highly coupled and loosely cohesive software applications. For this, eventually, it becomes very difficult for the developers and significant design efforts are needed to maintain the application with the course of time. Thus, for enhancing the modularization of a system, a GC needs to be restructured by extracting it into smaller classes according to the specific responsibility. The research area which addresses the problem of GC is known as refactoring, specifically extract class refactoring (Fowler, 1999), (Mens and Tourwe, 2004). There are two major challenges in refactoring a GC into several classes. First one is to define which classes are to be identified as GCs and second one is to extract the contextual similarities among the methods in a class.

A large number of works have been carried out in the area of GC refactoring. A two-step technique of GC refactoring has been proposed in (Bavota et al., 2010a) where the method chains are extracted by calculating cohesion within the methods. Both structural and semantic similarity between methods are considered while calculating the cohesion. A weighted graph is then built from the calculated cohesion measures and a predefined threshold is used to cut the edges of the graph. As an extension of this work, a new research has been published where they empirically evaluated the effectiveness of their tool on real GCs from existing open source systems (Bavota et al., 2014). In another work, an approach based on graph theory has been proposed in (Bavota et al., 2010b), where the MaxFlow-MinCut algorithm is used to split a class with low cohesion into two classes with higher cohesion. One limitation of this approach is that, it can only split a class into two classes. In (Gethers and Poshyvanyk, 2010), an approach based on the Relational Topic Models (RTM) has been proposed to calculate a coupling metric for the object-oriented software systems aiming at moving a class to a more
In this paper, similar to the work in (Bavota et al., 2014), we propose an approach for extracting a GC into multiple classes exploiting both structural and semantic similarity between methods. To calculate semantic similarity between methods, textual information from the methods is extracted to find important topics using Latent Dirichlet Allocation (LDA) algorithm (Blei et al., 2003). Then, the cosine similarity between the topic distribution of two methods is calculated. Structural similarity is calculated using the same procedure used in (Bavota et al., 2014). Semantic and structural similarity matrices are then combined using predefined weights to generate final method by method similarity matrix. At last, a hierarchical clustering (Tan et al., 2005; Jain and Dubes, 1988) algorithm is used to split the classes based on this similarity matrix.

The remainder of this paper is structured as follows. Section 2 describes the related knowledge about the LDA and the hierarchical clustering algorithm used in this study. Section 3 presents the proposed approach. In Section 4, the empirical assessment of our approach is presented. Finally, Section 5 concludes the paper along with the direction for future work.

2 PRELIMINARIES

To understand our approach, the knowledge about the LDA and Hierarchical clustering algorithm is important. They are briefly discussed in this section.

2.1 Latent Dirichlet Allocation

LDA (Blei et al., 2003) is a generative probabilistic model used for a collection of discrete datasets (e.g. a text corpus). It is also used as a topic model for discovering abstract topics from a collection of text documents. LDA takes a number of documents as input and provides a probabilistic model as output which can describe how many words belong to a topic and how a document is associated with the extracted topics. The LDA model has the following fundamental components:

- **Word**: A word is the unit element of data. In the LDA model, a vocabulary of a set of words is built such as, \( V = \{ w_1, w_2, ..., w_V \} \).

- **Document**: A document is a sequence of \( N \) words defined as \( d = (w_1, w_2, ..., w_N) \). As an input of a LDA model, a document is represented as a vector of word occurrences.

- **Corpus**: A corpus is a collection of \( M \) documents represented by, \( C = (d_1, d_2, ..., d_M) \).

In a LDA model, a topic generates words. The probability that a word is generated by a specific topic is determined by a symmetric Dirichlet distribution. And, the probability that a document contains a word from a specific topic comes from a different symmetric Dirichlet distribution. More technically, when modeling a corpus, the following generative process is assumed given a corpus with \( M \) documents and \( K \) topics:

1. For each topic \( k \in \{1, ..., K\} \), select \( \phi_k \sim \text{Dirichlet distribution(} \beta) \).
2. For each document \( d \in \{1, ..., M\} \), select \( \theta_d \sim \text{Dirichlet distribution(} \alpha) \).
3. For each word \( i \in \{1, ..., N_d\} \) in a document \( d \)
   a) Select a topic \( z_{di} \sim \text{Multinomial(} \phi_{d} \).
   b) Select a word \( w_{di} \sim \text{Multinomial(} \theta_d \).

LDA has been used in many software engineering analysis tasks such as (Asuncion et al., 2010; Thomas et al., 2010; Savage et al., 2010; Gethers et al., 2011). It has been used as many preprocessing tasks like reducing the feature size in software analytics. In this study, we use the LDA model to extract topics from all the methods in a GC which has been discussed in Section 3.1.

2.2 Hierarchical Clustering

In our approach, we use the Hierarchical Agglomerative Clustering (HAC) algorithm. HAC is a general family of clustering algorithms which builds nested clusters by merging (bottom up) or splitting (top-down) the observations successively. HAC is a bottom-up approach of hierarchical clustering where clustering starts from each observation in its own, and the clusters are successively merged together. A tree is used to represent the hierarchy of clusters which is known as dendrogram. Fig. 4 shows an example of a dendrogram. The root of the tree represents the final cluster, the leaves are the entities and the actual clusters are represented by the intermediate nodes. The height of the tree represents the different levels of distance in which two clusters are merged.

In an HAC algorithm, there are two parameters that control the clusters. The first one is the linkage metric and the second one is a distance threshold. The linkage metric determines which distance to use between the sets of observations. The algorithm merges two clusters that minimize this metric. There are several types of linkage metrics such as complete
or maximum linkage, average linkage and single linkage. The complete linkage uses the maximum distance between all the observations of two clusters, the average linkage uses the average of the distances between all the observations of two clusters and the single linkage uses the distance between the closest observations of two clusters. To determine the actual set of clusters, a distance threshold is chosen as a cut-off value. A distance threshold of 0.8 is used as a cut-off value in the example dendrogram shown in Fig. 4. The use of HAC in our study is discussed in Section 3.2.

3 PROPOSED APPROACH

In this section, we present a new approach of extracting a GC. The proposed approach consists of two steps. First, a method by method similarity matrix is calculated considering both structural and semantic similarity between methods. Then, the clusters of methods are generated from this similarity matrix using an HAC algorithm.

3.1 Similarity Matrix Calculation

The first phase of the refactoring approach is calculating a method by method similarity matrix where each entry represents how much proximate two methods are to be included in the same class. For this, three measures called Structural Similarity between Methods (SSM) (Gui and Scott, 2006), Call based Dependence between Methods (CDM) (Bavota et al., 2011) and Conceptual Similarity between Methods (CSM) (Poshyvanyk et al., 2009) are calculated for every pair of methods in a class.

3.1.1 Structural Similarity between Methods

SSM is a structural similarity between methods taking account of the measures of both cohesion and transitive (i.e indirect) cohesion between methods (Gui and Scott, 2006). The SSM between two methods \( m_i \) and \( m_j \) is calculated as follows:

\[
SSM_{i,j} = \begin{cases} 
\frac{|V_i \cap V_j|}{|V_i \cup V_j|} & \text{if } |V_i \cup V_j| \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]  

(1)

where \( V_i \) and \( V_j \) denote the instance variables accessed by methods \( m_i \) and \( m_j \) respectively. The higher value of SSM suggests that two methods are likely to be in the same class.

3.1.2 Call based Dependence between Methods

CDM is also a structural similarity between methods which calculates how two methods are related by method calls (Bavota et al., 2011). The CDM of methods \( m_i \) to \( m_j \) is calculated as follows:

\[
CDM_{i\to j} = \begin{cases} 
\frac{calls(m_i,m_j)}{callsm(m_j)} & \text{if } callsm(m_j) \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]  

(2)

where \( calls(m_i,m_j) \) denotes the number of times method \( m_j \) is called from method \( m_i \) and \( callsm(m_j) \) is the total number of incoming calls to method \( m_j \). Finally, overall CDM between methods \( m_i \) and \( m_j \) is

\[
CDM_{i,j} = \max\{CDM_{i\to j}, CDM_{j\to i}\}
\]  

(3)

3.1.3 Conceptual Similarity between Methods

CSM is a conceptual cohesion measure of each pair of methods in a class (Poshyvanyk et al., 2009). It measures how semantically two methods are related. For this, each method in the class is first represented as a vector in the semantic space constructed by Latent Semantic Indexing (LSI) (Deerwester et al., 1990). CSM between two methods \( m_i \) and \( m_j \) is then calculated as the cosine of the angle of their vector representations \( v_i \) and \( v_j \) as follows:

\[
CSM_{i,j} = \frac{v_i^T \cdot v_j}{||v_i|| \cdot ||v_j||}
\]  

(4)

where \( ||v_i|| \) denotes the euclidean norm of vector \( v_i \).

In this study, instead of using LSI, we use LDA topic modeling to represent every method in a vector space from topic distribution. For this, texts from all methods are converted into a matrix of token counts (document-term matrix). The text of a method includes identifiers, comments, and docs used to describe the method. Before converting to the document-term matrix following preprocessing on the text is done:

- Texts are split into tokens based on space, camel case, underscore, special character and numeric.
- Stop words are removed including programming language keywords in the source code.
- Tokens are stemmed into original roots using Porters stemmer (Porter, 1997) and converted into lower case.

The LDA model takes the document-term matrix as input and extracts pre-specified numbers of important topics from the documents. It provides two matrices: topic-word matrix and document-topic matrix as output. Every row vector in the document-topic matrix
represents a method in terms of topic distribution. In this study, the optimal number of topics for a class is selected using cross-validation. Finally, the CSM of the two methods is calculated by taking the cosine of the angle of the corresponding topic distribution vectors.

According to (Bavota et al., 2014), the three similarity matrices are then combined by taking weighted summation to generate the final method by method similarity matrix, $SM$ where each entry $SM_{i,j}$ represents the likelihood of two methods $m_i$ and $m_j$ to be in the same class and calculated as:

$$SM_{i,j} = w_{ssm}SM_{i,j} + w_{cdm}CDM_{i,j} + w_{csm}CSM_{i,j}$$

where the summation of $w_{ssm}$, $w_{cdm}$ and $w_{csm}$ is 1 and each weight expresses the importance of corresponding similarity measure.

### 3.2 Clustering

HAC is adapted to extract a set of clusters from methods based on the similarity matrix calculated in the previous step. The algorithm first assigns each method to a cluster of its own. At every iteration, it merges the two closest clusters based on similarity and stops when all the methods are under the single cluster. As mentioned in the previous section, an HAC needs two parameters to specify which are linkage metric and distance threshold. It is shown in (Anquetil and Lethbridge, 1999) that complete linkage favors more cohesive clusters where the single linkage provides less coupled clusters and the average linkage stands in-between them. So, we choose average linkage to maintain the trade-off between coupling and cohesion. No fixed distance threshold has been chosen to determine the number of clusters. Variable distance thresholds are applied with a range of 0.3 to 0.9 and the one giving the best result is selected.

### An Illustrative Example

To better understand the application of the proposed approach, we present an illustration on a simple example partially shown in Figure 1. In this example, there is a class named `UserDB` with two attributes and eight methods. This class performs database operations for two different entities- student and teacher. Figure 2 shows three similarity matrices, i.e., SSM, CDM, and CSM calculated from this `UserDB` class. Final method by method similarity matrix is calculated by combining these three matrices with a set of arbitrary weights i.e., $w_{ssm} = 0.2$, $w_{cdm} = 0.3$, $w_{csm} = 0.5$ (shown in Figure 3). This similarity matrix is used in the HAC to construct the dendrogram shown in Figure 4. A cut-off value, 0.8 is used to generate the ac-
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4 EXPERIMENTS AND RESULTS

In this section, the performance of the proposed approach is empirically evaluated. For this purpose, the proposed approach is applied to refactor actual GCs from two well known open source systems namely Xerces and GanttProject. Table 1 summarizes the properties of the classes of these two systems. We assess the performance of our approach based on two cohesion metrics, i.e., Lack of Cohesion of Methods (LCOM) (Chidamber and Kemerer, 1994) and Conceptual Cohesion of Classes (C3) (Marcus et al., 2008). The LCOM counts the difference between the number of pairs of methods which do not share any instance variables and the number of pairs where two methods share at least one instance variable. The higher the value of LCOM, the lower the class cohesion. C3 metric measures the conceptual cohesion in a class using textural similarity. The higher value of C3 denotes the higher class cohesion.

The result of LCOM and C3 metrics of 15 God classes before refactoring and after refactoring via our approach are reported in Table 2. It is clearly observable from Table 2 that, for all the classes, the cohesion is improved after refactoring using our approach. For instance, the C3 value of AbstractDOMParser class was 0.23 before refactoring. Our approach refactors the class into two classes and the C3 value of the two new classes are 0.27 and 0.32. Reversely, the LCOM value of the class has been reduced from 4 to 0 in the two new classes. A Comparison over average C3 and LCOM values after refactoring and before refactoring for 15 God classes are shown in Figures 5 and 6 respectively. In Figure 7, we also show a comparative result with a similar existing approach (Bavota et al., 2014) on the scale of average C3 measure. From the Figure 7, we can say that for almost all the classes our approach clearly outperforms the existing approach in terms of average C3 cohesion metric.

Table 1: God Classes used in the experiment.

<table>
<thead>
<tr>
<th>System</th>
<th>God Class</th>
<th>LOC</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AbstractDOMParser</td>
<td>4177</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>AbstractSAXParser</td>
<td>1360</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>BaseMarkupSerializer</td>
<td>1275</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>CoreDocumentImpl</td>
<td>1497</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>DeferredDocumentImpl</td>
<td>1612</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>DOMNormalizer</td>
<td>1291</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>DOMParserImpl</td>
<td>820</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>NonValidatingConfiguration</td>
<td>403</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>XIncludeHandler</td>
<td>1331</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>GanttOptions</td>
<td>513</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>GanttProject</td>
<td>2269</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>GanttGraphicArea</td>
<td>2160</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>GanttTaskPropertiesBean</td>
<td>1685</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>ResourceLoadGraphicArea</td>
<td>1060</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>TaskImpl</td>
<td>329</td>
<td>46</td>
</tr>
</tbody>
</table>

Figure 2: Three similarity matrices.

Figure 3: Final method by method similarity matrix.

Figure 4: Cluster Dendrogram from example in Fig. 1.
Table 2: Cohesion results obtained refactoring the 15 God Classes.

<table>
<thead>
<tr>
<th>System</th>
<th>Class</th>
<th>Pre-refactoring</th>
<th>Our Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LCOM  C3</td>
<td>Split classes</td>
</tr>
<tr>
<td>Xerces</td>
<td>AbstractDOMParser</td>
<td>2</td>
<td>0, 0</td>
</tr>
<tr>
<td></td>
<td>AbstractSAXParser</td>
<td>3</td>
<td>673, 92, 60</td>
</tr>
<tr>
<td></td>
<td>BaseMarkupSerializer</td>
<td>3</td>
<td>394, 0, 64</td>
</tr>
<tr>
<td>Xerces</td>
<td>CoreDocumentImpl</td>
<td>4</td>
<td>905, 381, 209, 178</td>
</tr>
<tr>
<td>Xerces</td>
<td>DeferredDocumentImpl</td>
<td>3</td>
<td>585, 10, 0</td>
</tr>
<tr>
<td></td>
<td>DOMNormalizer</td>
<td>3</td>
<td>610, 30, 106</td>
</tr>
<tr>
<td>Xerces</td>
<td>DOMParserImpl</td>
<td>3</td>
<td>901, 60, 66</td>
</tr>
<tr>
<td>Xerces</td>
<td>NonValidatingConfiguration</td>
<td>2</td>
<td>77, 10</td>
</tr>
<tr>
<td>Xerces</td>
<td>XIncludeHandler</td>
<td>4</td>
<td>259, 63, 49, 486</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>2202</td>
<td>192</td>
</tr>
<tr>
<td>GanttProject</td>
<td>GanttOptions</td>
<td>3</td>
<td>1178, 19, 118</td>
</tr>
<tr>
<td>GanttProject</td>
<td>GanttProject</td>
<td>3</td>
<td>1228, 74, 225</td>
</tr>
<tr>
<td>GanttProject</td>
<td>GanttGraphicArea</td>
<td>2</td>
<td>546, 3</td>
</tr>
<tr>
<td>GanttProject</td>
<td>GanttTaskPropertiesBean</td>
<td>2</td>
<td>329, 2</td>
</tr>
<tr>
<td>GanttProject</td>
<td>ResourceLoadGraphicArea</td>
<td>2</td>
<td>57, 19</td>
</tr>
<tr>
<td>GanttProject</td>
<td>TaskImpl</td>
<td>4</td>
<td>1745, 245, 388, 24</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>2496</td>
<td>333</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this paper, a new approach of extracting GC is proposed. This approach suggests splitting a GC into new classes with higher cohesion than the original class. Both structural and semantic relationships between methods are extracted to calculate the similarity between methods, and methods are clustered based on the similarity measure. An empirical experiments over 15 GCs from two open source systems has been conducted to assess the performance of the proposed approach. We also report a comparative result with a similar existing approach and found that our approach gives considerably better performance. The limitation of this approach is that, it only gives suggestions of extracting a predefined GC into several classes. As a future research direction, we plan to propose an automatic approach of detecting and extracting GCs, and also intend to investigate the effect of different clustering algorithms in GC refactoring.
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