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Abstract: Intrusion detection systems are essential in the field of network security. To improve the performance of 

detection model, many machine learning algorithms have been applied to intrusion detection models. Higher-

quality data is critical to the accuracy of detection model and could greatly improve the performance. In this 

paper, an effective random forest-based intrusion detection algorithm with feature reduction and 

transformation is proposed. Specifically, we implement the correlation analysis and logarithm marginal 

density ratio to reduce and strengthen the original features respectively, which can greatly improve accuracy 

rate of classifier. The proposed classification system was deployed on NSL-KDD dataset. The experimental 

results show that this paper achieves better results than other related methods in terms of false alarm rate, 

accuracy, detection rate and running time. 

1 INTRODUCTION 

In current society, the information security becomes 

more important in the field of network security. 

Traditional security protection measures, such as 

signature technology, access control and 

authentication, may miss severe complex attacks 

because the accidents cannot be accurately 

discovered. Therefore, intrusion detection 

technologies have received great attention (Luo, 

2014) (Tjhai, 2010) (Kuang, 2014) (Lin, 2015). 

The intrusion detection was first introduced in 

1980. With the development of intrusion detection 

technology, many machine learning algorithms have 

been applied to intrusion detection models (Buczak, 

2016) (Al-Jarrah, 2016) (Zheng, 2014), including 

Artificial Neural Network (ANN) (Wang, 2010), 

Decision Tree (DT) (Eesa, 2015) (Kim, 2014), 

Support Vector Machine (SVM) (Bamakan, 2016) 

(Feng, 2014) (Mohammed, 2012) (Horng, 2011), 

Self-Organizing Map (SOM) (De La Hoz, 2014) (De 

La Hoz, 2015), Naïve Bayes Network (Koc, 2012) 

(Louvieris, 2013) (Mukherjee, 2012), K-nearest 

neighbor (K-NN) (Liao, 2002) and so on. 

Among them, the frame of support vector machine  

(SVM) is becoming extremely popular and performs 

better (Bamakan, 2016) (Li, 2012) than other 

approaches. Fu et al. (Fu, 2012) presented a self-

evolving framework for anomaly detection. In this 

paper, two class and one class SVM were combined 

to build the intrusion detection models, which had 

outstanding advantages for classifying imbalanced 

datasets. To improve the performance of intrusion 

detection systems, more studies have combined SVM 

algorithm with other methods. In literature 

(Bamakan, 2016), Bamakan et al. combined SVM 

with the time-varying chaos particle swarm 

optimization which was used to optimize the 

parameters of SVM. Although the SVM was superior 

to other intrusion detection in performance, the 

training and testing time was long. Also, these 

methods made use of all characteristics of the original 

datasets to build intrusion detection model.  

In fact, the dimensions of data characteristics may 

affect the performance of intrusion detection model. 

Large data may cause consumption of resources and 

reduce the performance of intrusion detection 

systems. Therefore, it is important to preprocess and 

reduce feature dimensions. Akashdeep et al. 

(Manzoor, 2017) proposed a feature reduced intrusion 

detection system and proved that feature reduction 

can not only acquire higher accuracy but also reduce 

training time of model.  

Considering the calculation time of the detection 

model and data reduction, the random forest is a 

reasonable choice (Farnaaz, 2016). In (Farnaaz, 

2016), Farnaaz and Jabbar built a model for intrusion 

detection model using random forest classifier. 
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Random forest (RF) was an ensemble classifier and 

performed well compared to other traditional single 

classifier for detecting attacks. The empirical results 

illustrated that their method had high detection rate 

and low false alarm. A real-time intrusion detection 

model with feature reduction was presented by 

Sangkatsance et al. (Sangkatsance, 2011), and 

achieved detection rate of 98% in Probe and Dos 

attack classes. In 2014, Liu et al. (Liu, 2014) used 

clustered mutual information hybrid method to 

achieve feature reduction and selection. To improve 

the performance of Liu’s model, Al-Jarrah et al. (Al-

Jarrah, 2014) realized feature reduction by combining 

random forest-backward elimination ranking and 

random forest-forward selection ranking. Compared 

with original feature sets, the reduced feature sets 

resulted in false alarm rate to 0.01%. 

 Although these models have higher performance, 

the quality of data are not considered. In fact, the 

quality of the intrusion detection data is crucial for 

performance of the intrusion detection models.  

Based on the above analysis, our paper proposes 

an effective RF-based intrusion detection algorithm 

that solves the classification problem with feature 

reduction and augmentation. In this approach, the 

correlation analysis and logarithm marginal density 

ratio (LMDR) are used to realize feature reduction 

and transformation. Then, the new high-quality 

training data can be obtained and applied to train the 

SVM classifier. In addition to improving the 

performance of classifier, this approach greatly 

shortens the training time. First, after undergoing 

feature reduction based on correlation analysis, the 

dimensions of features are reduced. That is, the 

training complexity is reduced. Second, the LMDR is 

applied to transform the reduced feature to a new 

feature with augmentation. The classifier is trained by 

using this high-quality data improves the detection 

performance and generalization capability. 

2 PRELIMINARY 

2.1 Feature Transformation by 
Logarithm Marginal Density Ratios 
(Wang, 2017) 

The feature transformation by logarithm marginal 

density ratios was presented in (Mohammed, 2012). 

Suppose ( , )YX  is a set of random variables, where 
pRX  denotes the one sample with p -dimension 

feature, {0, 1}Y   is the corresponding binary 

response. Let g  and f  denotes the classification 

conditional density of 0 and 1 respectively, that is 

( 0) ~=Y gX , ( 1) ~=Y fX . The Bayes decision 

rule holds that ( ( ) 1/ 2)I r x , where 

( ) ( 1 ) ( )r P Y E Y= = = = =x X x X x .  

Let ( 1)P Y = = , we have 

( ) ( ) ( ( ) (1 ) ( ))r f f g  = + −x x x x     (1) 

Further, let 1/ 2 = , the following equation can 

be obtained 
 

( )
{ : =1} { : log ( ) log ( ) 0}

( )

f
f g

g
= − =

x
x x x x

x
(2) 

Let 
1 1( ), , ( )p pg x g x  and 

1 1( ), , ( )p pf x f x  

are respectively the marginal density of ( )g x  and 

( )f x , where 1= ( , , )T

px xx , 
jx represents the 

(1 )j j p  th original feature. According to the 

independence assumption of Naïve Bayes, the 

conditional distributions of feature that given class 

labels are independent of each other, we have  
 

1

( )
log = log ( ) ( )

( )

p

j j j j

j

f
f x g x

g =


x

x
         (3) 

log ( ) ( )j j j jf x g x  in (3) is the marginal density 

ratios of the (1 )j j p  th feature. 

2.2 Feature Sorting based on 
Correlation Analysis 

Correlation metrics are widely applied in machine 

learning and statistical correlation analysis to 

evaluate the correlation between features. The 

selection of correlation metrics affects the efficiency 

of feature selection greatly. The correlation degree 

between two random variables is usually measured by 

entropy and mutual information which are defined in 

information theory. 

Definition 1. For a discrete feature vector

1 2{ , , , }T

nX x x x   , its probability distribution can 

be expressed as 1 2{ ( ), ( ), , ( )}np x p x p x   , then 

entropy of feature X  is as follows: 
 

2

1

( ) ( ) log ( )
n

i i

i

H X p x p x
=

 = −               (4) 

If all the values of X  are the same, then the 

entropy of X  is 0. Thus, the feature X  is useless for 

data classification. 
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Definition 2. For two discrete features 

1 2{ , , , }T

nX x x x    and 1 2{ , , , }mY y y y , their 

joint probability density is 

( , ),1 , 1p x y i n j mi j
     , and conditional 

density is ( )p x yi j
 , then entropy of X  under the 

condition Y  can be expressed as  
 

( )
log

2 ( , )
( ) ( , )

1 1

p y j

p x yi j

n m
H X Y p x yi j

i j 
=  

= =
    (5) 

The mutual information is generated and derived 

from entropy. For two features X  and Y  in one 

dataset, the mutual information between them is as 

follows: 
 

2

1 1

( ; )

( ) ( )

( , )
( , ) log

( ) ( )

n m
i j

i j

i j i j

I X Y

H X H X Y

p x y
p x y

p x p y= =

= −


=




      (6) 

The mutual information has the following 

characteristics: 

Symmetry: ( ; ) ( ; )I X Y I Y X=  

Monotonic: if A B C  , then ( ; ) ( ; )I A C I B C=  

The mutual information reflects the amount of 

information shared between two random variables. 

The greater value of the mutual information, the 

greater correlation between the two variables. If the 

mutual information between two variables is 0, the 

two variables are completely uncorrelated and 

statistically independent in probability. 

3 PROPOSED SCHEME 

In this section, the detailed procedures of proposed 

methodology are illustrated. The correlation analysis 

is used to feature selection or reduction, the logarithm 

marginal density ratios is applied to transformation. 

Then, the random forest is trained with newly 

transformed data. 

3.1 Feature Reduction 

3.1.1 Correlation Calculation 

The correlation between each feature and 

classification label is calculated by correlation 

analysis methods. Detailed steps are as follows: 

▪ For a certain feature vector 

{ , , , }
1 2

TX x x xn     and its corresponding 

label {0, 1}Y   , n   is the number of samples, 

their correlation metrics are generated by 

equations (4)-(6). The correlation metrics can be 

further standardized and expressed as 
 

( ; )
( , )

( ) ( )

I X Y
SU X Y

H X H Y
=

+
              (7) 

Thus, the values of correlation metrics between 

features and labels locate in [0, 1] . The value 1 

indicates that the feature and label are 

completely related, and 0 means that they are 

independent of each other. 

▪ After calculating the correlation, feature ranking 

is performed. Higher the correlation, more 

information content it has. It will determine 

which features in given feature vectors are 

useful for classification label. The features with 

the greatest correlation are at the forefront, and 

the features with the least correlation are at the 

last. Thus, the greatest correlation or strongly 

useful features have high ranking. 

3.1.2 Feature Reduction  

In this section, we use the random forests to reduce 

the sorted features. The goal of feature reduction is to 

choose as few as features and obtain higher intrusion 

detection accuracy. Here, we regard the accuracy as a 

feature fitness. The random forest algorithm is 

abbreviated as RF. The detailed feature reduction 

process are as follows. Suppose p  is the dimension 

of the sample. 

▪ Step1. The training dataset are adjusted 

according to the sorted feature S    obtained in 

section 3.1.1 to form a new training dataset 0S . 

Then calculate ACC  of 0S , 0SACC . 

▪ Step2. Feature Reduction 
Remove the last one feature in 0S , and form a 
new dataset 1S , use RF to compute ACC  of 

1S , 1SACC . If 1 0S SACC ACC , then retain 1S
, otherwise retain 0S  and abort. Remove the last 
one feature in 1S , and form a new training 
dataset 2S , use RF to compute ACC  of 2S , 

2SACC . If 2 1S SACC ACC , then retain 2S , 
otherwise retain 1S  and abort. Follow this 
process until we find the feature sequence with 
highest ACC. For feature sequence ( )S t  and a 
new feature sequence ( 1)S t +  with the last 
feature removed, if 

( 1) ( )S t S tACC ACC+  , we 
retain ( )S t and abort.  

▪ Step3. Output the training dataset ( )S t   and its 

features with dimension p t− . 
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3.2 Transformation with Logarithm 
Marginal Density Ratios  

Suppose the train dataset includes n  samples, 
denoted by {( , ), 1,2, , }i iM Y i n= =X , where 

p t

i R −X  is a p t− -dimensional feature vector, and 
{0,1}iY   is the corresponding binary response. The 

data transformation includes the following steps. 

▪ Step1. Dataset selection 

A subset 1M  is randomly chosen from M . Let 

(1) (1)

1 ( , )M Y= X , and let be the number of 

samples in 1M , 1n n .   

▪ Step2. Category conditional density 

Similar with the method in [32], the kernel 

density estimation is applied to 1M  to obtain the 

classification conditional density g  and f . For 

each sample, g  and f  can be denoted b

1 2
ˆ ˆ ˆ ˆ( , , , )T

p tg g g g −=  and 

1 2
ˆ ˆ ˆ ˆ( , , , )T

p tf f f f −=  respectively, where 

p t−  represents dimensions of the feature 

dimension after reduction. Let 
1M +

 be the 

samples with category label 1, and 
1M −

 be the 

samples with category label 0, that is 
1 (1) (1)

1{ 1, 1,2, , }i iM X Y i n+ = = = , 

1 (1) (1)

1{ 0, 1,2, , }i iM X Y i n− = = = , which 

satisfy 
1 1M M+ − =  , 

1 1 (1)M M X+ − = . 

The density estimation function ˆ ( )jf   is based 

on samples 
1

1 1 1

1 2{ , , , }
n

M M M +

+ + +
 and ˆ ( )jg   is 

based on samples 
1

1 1 1

1 2{ , , , }
n

M M M −

− − −
, where 

1n+
 and 1n−

 are the number of samples in 
1M +

 

and 
1M −

, and 1 1 1n n n+ −+ = . The density 

estimation function can be expressed as: 

1
1

11

1
ˆ ( )

n
ij

j

i

X x
g K

hn h

− −

−
=

−
 = 


             (8) 

 
+
1

1+

+
11

1ˆ ( )
n

ij

j

i

X x
f K

hn h =

−
 = 


            (9) 

 
where 1,2, ,j p t= − , h  is the bandwidth 
and ( )K   is a kernel function. 

▪ Step3. Data transformation 

The density estimation function ˆ ( )jf   and ˆ ( )jg   

are applied to the dataset 
(1)X  and 

(2)X .    Let 

(1)X

 and 

(2)X


be the transformation of 
(1)X  

and 
(2)X , we have 

 
(2) (2) (2)ˆ ˆlog ( ) log ( )i i iX f X g X


= −       (10) 

 
(1) (1) (1)ˆ ˆlog ( ) log ( )i i iX f X g X


= −       (11) 

 

where ( ) ( ) ( )ˆ ˆlog ( ) log ( )

= −v v v

ij j ij j ijX f X g X , 

1, 2=v and (1) (2)X X X  = . Finally, the 

transformed data can be written as 

( , )M X Y = .  

3.3 Intrusion Detection Model based on 
Random Rorest 

After transformation, the new transformed data 2M   

is used to train RF classifier to establish the intrusion 

detection model. The framework of FR-FRA 

intrusion detection system consists of three steps: 

Data reduction and augmentation, building detection 

model and test model. 

▪ Step1: Data reduction and augmentation 

The correlation analysis and logarithm marginal 

density ratios are used to the original data to 

generate the new and high-quality data. 

▪ Step2: Detection model 

Apply the new transformed data from step1 to 

train RF classifier and obtain the intrusion 

detection model. 

▪ Step3: Test model 

New testing samples are brought into the 

intrusion detection model established in step 2 to 

test the performance of the model. 

4 EXPERIMENTS  

4.1 Experimental Setup 

The dataset used in the paper is based on the NSL-

KDD dataset, which is a modified version of the KDD 

Cup 99 (Tavallaee, 2009) dataset. 

The empirical experiments in our work were all 

implemented on a computer with an Intel Core i7-

7700 CPU @ 3.60GHz with 16.0 GB RAM running 

Windows 10. The feature reduction, transformation 

and RF classifier test were run using Python.  

 The 10-fold cross validation method was applied 

to train and test the proposed classifier. In this 

method, the dataset is divided into 10 un-duplicated 
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subsets, and any nine of ten are used for training and 

the remaining one for testing. Thus, after running 10 

times, each subset of the initial dataset has an equal 

opportunity to be selected as a training or testing. 

Thus, the RF classifier will be trained and tested 10 

times. Finally, the performance of intrusion detection 

is evaluated by the average of 10-fold cross 

validation. 

4.2 Experimental Results 

In this work, we consider the rates of detection, false 

alarms and accuracy and area under curve (AUC), 

where the rates of detection, false alarms and 

accuracy are widely applied in related work to 

indicate the performance of intrusion detection 

model. They can be calculated by: 
 

TP
Detection Rate

TP FP
=

+
                    (12) 

FP
False Alarm

FP TN
=

+
                     (13) 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +
              (14) 

In this paper, we use RF algorithm to perform 

feature reduction and classification. In order to 

illustrate the effectiveness of our method, we apply 

RF and SVM to feature reduction and classification 

respectively. That is, four situations are discussed in 

this section: 1) Using RF to perform feature reduction 

and classification; 2) Using SVM to perform feature 

reduction and classification; 3) Using RF to perform 

feature reduction and SVM to classification; 4) Using 

SVM to perform feature reduction and RF to 

classification. The experimental results are shown in 

Table 1-4.  

In Table 1, the RF is applied to perform feature 

reduction and classification. The values of AUC, 

ACC, DR and FAR under different feature conditions 

are illustrated. 41 dimensions represent the initial 41-

dimensional features, 41 dimensions with 

transformation means that the initial 41-dimensional 

features are transformed according to the logarithm 

marginal density ratios, 27 dimensions represent the 

reduced original features, 27 dimensions with 

transformation indicates that the initial 27-

dimensional features are transformed according to the 

logarithm marginal density ratios. From the Table 1, 

we can get a conclusion that when the feature is 

reduced to 27 dimensions and the feature 

transformation is performed, the values of AUC, 

ACC, DR and FAR are optimal. Here the 27-

dimensional subset consists of feature as <4, 3, 6, 27, 

35, 26, 23, 34, 33, 5, 38, 24, 39, 29, 36, 12, 37, 24, 32, 

2, 40, 31, 41, 27, 28, 1, 10>. 

In Table 2, the SVM is applied to perform feature 

reduction and classification. 41 dimensions represent 

the initial 41-dimensional features, 41 dimensions 

with transformation means that the initial 41-

dimensional features are transformed according to the 

logarithm marginal density ratios, 28 dimensions 

represent the reduced original features, 28 dimensions 

with transformation indicates that the initial 28-

dimensional features are transformed according to the 

logarithm marginal density ratios. From the Table 2, 

we can get a conclusion that using SVM algorithm to 

reduce and transform feature are less effective. In 

contrast, the values of AUC, ACC, DR and FAR are 

optimal with initial 41-dimensional features.  

In Table 3, the RF is applied to perform feature 

reduction, and the SVM is used to classify. 41 

dimensions represent the initial 41-dimensional 

features, 41 dimensions with transformation means 

that the initial 41-dimensional features are 

transformed according to the logarithm marginal 

density ratios, 27 dimensions represent the reduced 

original features, 27 dimensions with transformation

Table 1: Performances of feature reduction and classification using RF. 

Feature form AUC(%) Accuracy (%) DR (%) FAR (%) 

27 dimensions 99.17 99.19 98.97 0.6 

27 dimensions with transformation 99.51 99.52 99.41 0.37 

41 dimensions 99.15 99.16 98.89 0.59 

41 dimensions with transformation 99.48 98.48 99.32 0.37 

Table 2: Performances of feature reduction and classification using SVM. 

Feature form AUC(%) Accuracy 

(%) 

DR (%) FAR (%) 

28 dimensions 95.63 95.72 93.31 1.86 

28 dimensions with transformation 95.21 95.26 93.85 3.44 

41 dimensions 97.28 97.39 95.72 1.16 

41 dimensions with transformation 95.28 95.33 94.11 3.55 
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Table 3: Performances of feature reduction and classification using RF and SVM.

Feature form AUC(%) Accuracy (%) DR (%) FAR (%) 

28 dimensions 95.64 95.71 93.62 2.33 

28 dimensions with transformation 95.21 95.26 93.85 3.44 

41 dimensions 97.28 97.39 95.72 1.16 

41 dimensions with transformation 95.28 95.33 94.11 3.55 

Table 4: Performances of feature reduction and classification using SVM and RF. 

Feature form AUC(%) Accuracy (%) DR (%) FAR (%) 

28 dimensions 98.98 98.99 98.68 0.72 

28 dimensions with transformation 99.51 99.52 99.40 0.37 

41 dimensions 99.15 99.16 98.89 0.59 

41 dimensions with transformation 99.48 99.48 99.32 0.37 

Table 5: Performance comparison of intrusion detection models with NSL-KDD dataset. 

Literature Method Accuracy (%) DR (%) FAR (%) 

Our method FR-FRA 99.52 99.41 0.37 

Wang et al. [32] LMDRT-SVM 99.31 99.20 0.6 

 LMDRT-SVM2 99.28 99.16 0.61 

Bamakan et al. [4] TVCPSO-SVM 98.30 97.05 0.87 

Singh et al. [40] OS-ELM 98.66 98.26 0.99 

Bamakan et al. [4] TVCPSO-MCLP 97.44 97.26 2.42 

indicates that the initial 27-dimensional features are 

transformed according to the logarithm marginal 

density ratios. The results in Table 3 show that using 

RF to reduce feature and SVM to transform feature 

are less effective. Consistent with the results in Table 

2, the values of AUC, ACC, DR and FAR are optimal 

with initial 41-dimensional features. 

In Table 4, the SVM is applied to perform feature 

reduction, and the RF is used to classify. 41 

dimensions represent the initial 41-dimensional 

features, 41 dimensions with transformation means 

that the initial 41-dimensional features are 

transformed according to the logarithm marginal 

density ratios, 28 dimensions represent the reduced 

original features, 28 dimensions with transformation 

indicates that the initial 28-dimensional features are 

transformed according to the logarithm marginal 

density ratios. The results in Table 4 show that the 

feature is reduced to 27 dimensions and the feature 

transformation is performed, the values of AUC, 

ACC, DR and FAR are optimal. However, the DR is 

99.40% which is lower 0.01% than that in Table 1. 

Figure 1 expresses the comparison of the best 

performance in the four cases. Obviously, the values 

of AUC, ACC, DR and FAR of the proposed method 

(RF+RF) are optimal. 

We illustrate advantages of our method compare 

to other related schemes. Table 5 and Figure 2 show 

the performance of different intrusion with NSL-

KDD dataset. The results illustrate that our method 

provides the highest accuracy rate of 99.52%, the 

highest detection rate of 99.41%, and the lowest false 

alarm rate of 0.37%. The comparison results show 

that the proposed FR-FRA is superior to other 

intrusion detection scheme in detection performance. 

 

Figure 1: The comparison of the best performance in the 

four cases: RF+RF, RF+SVM, SVM+RF and SVM+SVM. 

 Table 6 shows the results obtained by comparing the 

run time of four cases: 1) the RF is used to perform 

classification and feature reduction; 2) the SVM is 

used to perform classification and the RF is applied 

to feature reduction; 3) the RF is used to perform 

classification and the SVM is applied to feature 

reduction with 28-dimensional feature; 4) the SVM is 

applied to perform classification and feature 

reduction with 28-dimensional feature. In this table, 

the feature dimension by using RF reduction is 27 

dimensions, the SVM reduction is 28 dimensions.  

0

0,2

0,4

0,6

0,8

1

AUC ACC DR FAR

RF+RF RF+SVM SVM+RF SVM+SVM
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Table 6: Run time of four cases. 

Feature form Feature Reduction Training and testing Total 

RF+RF 9min(0.15h) 14min(0.23h) 22min(0.37h) 

RF+SVM 9min(0.15h) 1043min(17.4h) 1060min(17.6h) 

SVM+RF 1560min(26h) 48min(0.80h) 1610min(26.8h) 

SVM+SVM 1570min(26h) 1067min(17.8h) 2770min(46h) 

From Table 6, we can see that using RF to perform 

feature reduction and classification operations has an 

absolute advantage in time. 
 

 

Figure 2: Performance comparison of different intrusion 

detection models with NSL-KDD dataset. 

5 CONCLUSIONS 

This paper proposes a feature reduction and 
transformation scheme that combines RF algorithm 
and logarithm marginal density ratios (LMDR) for 
efficient intrusion detection, which reduces the 
original 41-dimensional feature to a 28-dimensional 
and then transforms the 28-dimensional feature. 
These new transformed samples are used to train and 
test the proposed RF classification model.  

The experimental results illustrate that our 

proposed detection method can obtain an outstanding 

performance with a high DR, a high ACC, a low FAR, 

a high AUC and a rapid reduction and training speed. 

When compared with newly related works, the 

proposed scheme presents strong advantages in above 

aspects. However, we only considered the two-

classification problem. In fact, multi-classification 

problems are also widely used in intrusion detection. 

Therefore, we will consider applying the proposed 

method to multi-classification problems. 
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