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Abstract: On-demand ride-sharing services propose an alternative transportation mode to public and private transportation. They have similarities with private transportation, since the customers have the convenience of travelling from and to any desired location while defining the departure (or arrival) time. They resemble public transportation in multiple customers sharing a vehicle with similar journeys. This work proposes an approach to improve the throughput of on-demand ride-sharing services by introducing meeting points. The idea bases on combining a vehicle’s nearby location visits (whether for pick-up or drop-off) into one, if temporal and spatial constraints are held, in order to reduce the vehicle detour costs. It, by design, diminishes customer convenience, since walking legs are introduced and departure/arrival times might deviate from what is desired. The trade-offs are evaluated by running two simulations, one without and one with meeting points. The results indicate that even a small customer inconvenience can yield significant increase in the number of satisfied trip requests without increasing vehicle costs.

1 INTRODUCTION

Technological advancements change our lives daily. They can make us rethink existing solutions, e. g. transportation services, and enable new approaches to realize them. Since smartphones with Global Positioning System (GPS) and Internet capabilities are becoming ubiquitous, on-demand ride-sharing services are gaining in popularity. Some recent reports analyse their effects and usage patterns: Research analysis in (Transportation Research Board, 2016) states that ride-sharing services are mostly used during night time when the coverage of public transportation is either poor or unavailable. This shows that ride-sharing services are often used to complement public transportation instead of competing with it. However, a more recent analysis in (Schaller, 2018) argues that ride-sharing actually increases traffic because more users switch from non-auto modes, and that the capacity of the vehicle is not used to its fullest because, even in shared rides, there are parts of the ride involving only one passenger. The ride-sharing aspect of these services is still in its infancy, since they are mostly seen as an alternative to the taxi service. For example, according to the analysis in (Schaller, 2018), the most recent data suggests that the percentage of shared trips compared to all trips is only 22\% by Lyft and 23\% by Uber in New York City.

Motivation

Public transportation services like bus services can achieve high throughput (i. e. bringing a large number of people from \textit{A} to \textit{B} in a period of time) because they operate with fixed routes, timetables and bus stops. This architecture neglects the customer satisfaction aspects since it enforces always walking to/from a station and waiting time at a station. On the other side of the spectrum, on-demand transportation services (e. g. taxi or ride-sharing) operate without fixed routes and timetables, and with arbitrary pick-up and drop-off locations. However, ride-sharing services might suffer from too frequent stops of a vehicle and sub-optimal routes due to many small detours, especially when they utilize bigger vehicles (e. g. minibus, bus), where the likelihood of a large number of concurrent passengers is high.

In such contexts, the quality of service and throughput could be improved by introducing \textit{meeting points} where pick-up and drop-off events in close proximity (w. r. t. time and location) can be bundled together. This, in our perspective, strikes a
happy medium between traditional public transportation (fixed stations) and classical ride-sharing services (no stations). Moreover, our work introduces a new concept, namely location flexibility, to the Dial-a-Ride Problem (DARP)\(^1\), since DARP variants already leverage temporal flexibility – by making use of time windows\(^2\) – but not location flexibility.

Our starting point is an online multi-vehicle DARP solution, where trip requests are processed as they appear in real-time without knowledge about the future (online) and are either assigned to one vehicle in the fleet (multi-vehicle) or rejected because they do not satisfy the constraints. It builds on the works of (Gökay et al., 2018; Tsubouchi et al., 2010) and uses insertion heuristics to solve the scheduling problem.

The approach in (Li et al., 2018) aims to improve a ride-sharing system based on time windows by adding the concept of meeting points. To solve the mixed integer linear program that models the problem, a tabu-search based meta-heuristic algorithm is implemented. The results are then compared to the optimum obtained through CPLEX. While using small fleets with 3-5 vehicles, the faster heuristic yields results close to the optimum, while meeting points can reduce mileage by 2.7%–3.8%.

The algorithm has a problem identifying clusters if the data point density varies strongly in different regions. But by analysing the density and by grouping those points that are in a sufficiently dense neighbourhood. DBSCAN does not separate data into a fixed number of clusters. It tries to identify concentrations of data points by analysing the density and by grouping those points that are in a sufficiently dense neighbourhood. But the algorithm has a problem identifying clusters if the data point density varies strongly in different regions. Ordering Points To Identify the Clustering Structure (OPTICS), proposed in (Ankerst et al., 1999), counters this weakness by taking points of other nearby clusters into account.

One aspect of our meeting points approach relies on determining hotspots based on historical data. We aim to identify hotspots as potential meeting points by applying clustering, a data mining technique. For this purpose, we investigated several clustering algorithms. Density-based spatial clustering of applications with noise (DBSCAN) is introduced in (Ester et al., 1996). Opposed to other common algorithms like k-means (MacQueen, 1967), which is known to be unfitting for spatial clustering (Murray and Grubesic, 2002; Grubesic et al., 2014), DBSCAN does not separate data into a fixed number of clusters. It tries to identify concentrations of data points by analysing the density and by grouping those points that are in a sufficiently dense neighbourhood. But the algorithm has a problem identifying clusters if the data point density varies strongly in different regions. Ordering Points To Identify the Clustering Structure (OPTICS), proposed in (Ankerst et al., 1999), counters this weakness by taking points of other nearby clusters into account.

### 3 APPROACH

Our input model for requests contains the number of passengers, the desired pick-up (or drop-off) time, the pick-up and drop-off locations, a slack time\(^3\), a time flexibility and a location flexibility. Process request in Figure 1 converts this input into a fully-fledged trip

---

\(^1\)DARP is the underlying problem definition that ride-sharing services aim to solve.

\(^2\)Location visits (i.e. pick-up and drop-off events) have to occur within given time windows.

\(^3\)The duration to expand the pick-up and drop-off times into time windows.
request model that contains the number of passengers, the pick-up and drop-off events, the time and location flexibilities. Each event contains a location, a time window4 and an actual time within the time window. The calculation of time windows is done according to the scheme in (Tsubouchi et al., 2010). Time flexibility describes the duration we can increase the time window by in order to define the temporal search space when looking for events in close proximity. Similarly, location flexibility describes the maximum walking path length from the location and consequently the spatial search space.

In our online scenario, we consider already accepted trip requests to be bound to their location (i.e. their pick-up and drop-off locations cannot be moved). Since we aim to respond to trip requests in a matter of seconds, changing the locations afterwards (e.g. if as a result of future requests, more optimal meeting points are possible) and notifying the user about an unexpected walking leg would deteriorate the user experience. In this regard, our approach maps the pick-up and drop-off events of a new request to those of accepted requests in a vehicle schedule, if their spatio-temporal distance respects specified location and time flexibility thresholds, or we process the request as is. The time window and location properties of the new request’s events are practically overridden with the values of the accepted one. This principle, however, raises the importance of the events of initial requests since their quality is decisive whether and how the future request events can be mapped.

To counteract this situation, we introduce hotspots: Analyse historical request data to determine spatio-temporal hotspots (i.e. sort of virtual stations that can move over time). This process is described in Section 3.1. A hotspot, similar to a pick-up or drop-off event, has a location and time window (duration of its hotness) and is therefore treated as such. We try mapping a request event at first to events in a vehicle schedule and then to hotspots.

Finally, our approach can be summarized as follows (i.e. Find mapping candidates in Figure 1 contains the following steps):

1. For the pick-up and drop-off events of a new trip request, find all feasible events in the vehicle schedule and feasible hotspots (See Section 3.2). This gives us all the mapping candidates for both events separately. If there is no candidate for one event, then the original event of the request is used.

---

4It denotes the earliest and latest times that this event can occur by applying the slack time
2. Combine all pick-up and drop-off candidates that can be served by the same vehicle.

3. Order the pairs of pick-up and drop-off candidates by their ascending spatio-temporal distance to the original events (See Section 3.3). The candidates from vehicle schedule have priority over hotspots.

4. Return the first pair that does not violate customer constraints (See Section 3.4).

The resulting pair of events can now be treated as an ordinary trip request without any additional information and processed further (starting with Sort vehicles in Figure 1).

### 3.1 How to Determine Hotspots?

Existing solutions for finding meeting points follow mostly one of the following approaches:

- Random generation/selection from data (Stiglic et al., 2015)
- Crowdsourcing (Hansen et al., 2010)
- Certain locations (e.g., parking place, fuel station, street intersection) with convenience features (e.g., illumination, parking quality) (Czioska et al., 2017)

However, these predominantly concentrate on meeting points between a driver and passenger. In contrast, our approach aims to group pick-up and drop-off events of passengers. It employs a data mining technique to analyze historical data (i.e., demand) to derive patterns and presumes that future demand will be similar. The process of determining hotspots is automated and requires no manual intervention or additional interpretation.

After evaluating various clustering algorithms and implementations with trips extracted from New York City taxi trip data (2010–2013)\(^5\), we decided to use OPTICS with \(\xi\) extraction. The dataset contains taxi trips with the start and end times of the trip and pick-up and drop-off locations. We split a trip into two data points (pick-up and drop-off), where each data point contains a time and location. We partition the period of time, for which we want to identify clusters, by a predefined duration parameter \(\text{bucket size}\) into smaller time buckets. This has two main advantages: Better control over temporal validity of hotspots (i.e., hotspots remain hot as long as the time bucket) and improved clustering runtime because of dimension reduction of the distance function. Subsequently, we assign the data points to their time buckets and run OPTICS for each time bucket. Since we are handling the time dimension externally, the distance function in OPTICS addresses only the spatial distance and uses haversine formula.

The output of OPTICS is a hierarchical cluster structure with larger high-level clusters containing smaller more dense clusters. In order to determine the hierarchy level, we walk the hierarchy top-down and for each cluster at each level we calculate the weighted center and determine whether there are points outside of a predefined distance threshold, decide level radius. If it is the case, we continue the hierarchy walk. Otherwise, we find the closest location on the street network for this cluster’s weighted center and decide that it is a hotspot. The results are stored as key-value pairs, where each time bucket contains a set of hotspots.

### 3.2 Feasibility Constraints for Candidates

For an event or hotspot to be considered as a candidate, the following constraints must be satisfied:

1. Location constraint: A walking path between the locations of original event and candidate must exist and its length should not be greater than the location flexibility.
2. Time constraints:
   - If the user specified the pick-up time and the candidate is for pick-up, the candidate’s time window must start after the user’s.
   - If the user specified the drop-off time and the candidate is for drop-off, the candidate’s time window must not end after the user’s.
   - Candidate’s time window is allowed to be completely within the user’s (Figure 2 (a1)).
   - If user’s time window is completely within the candidate’s, then the total exceed \((e_1 + e_2)\) must not be greater than the time flexibility (Figure 2 (a2)).
   - If time windows of candidate and event only partially overlap, the exceed \(e\) must not be greater than the time flexibility (Figure 2 (b1), (b2)).
   - If there is no overlap, the distance \(e\) from candidate’s farthest point of time window to event’s closest point of time window, must not be greater than the time flexibility (Figure 2 (c1), (c2)).

To find event candidates, we walk over the vehicle schedules and mark feasible events. Similarly,
to find hotspots candidates, we find corresponding time buckets and mark feasible hotspots for each time bucket.

3.3 Criteria for Ordering

For each event-candidate arrangement, we calculate the following terms:

\( l_d \) The distance between the locations of the event and candidate.

\( d_e \) Total duration of event’s time window.

\( d_o \) Overlapping part of event’s and candidate’s time window (Figure 2 (a1), (a2), (b1), (b2)).

\( d_{ib} \) Indent before: Time offset how much the event’s start is before the candidate’s (Figure 2 (b1), (c1)).

\( d_{ia} \) Indent after: Time offset how much the event’s end is after the candidate’s (Figure 2 (b2), (c2)).

\( d_{eb} \) Excess before: Time offset how much the candidate’s start is before the event’s (Figure 2 (a2), (b2)).

\( d_{ea} \) Excess after: Time offset how much the candidate’s end is after the event’s (Figure 2 (a2), (b1)).

Then, we order the candidates in ascending order by calculating the following cost function:

\[
\Delta C = l_d \times (\text{ratio}_{\text{overlap}} + \text{ratio}_{\text{before}} + \text{ratio}_{\text{after}})
\]

where

\[
\text{ratio}_{\text{overlap}} = 1 - \frac{d_o}{d_e},
\]

\[
\text{ratio}_{\text{before}} = \frac{d_{eb} + d_{ib}}{d_e}
\]

\[
\text{ratio}_{\text{after}} = \frac{d_{ea} + d_{ia}}{d_e}
\]

Ordering in this fashion allows us to prioritize candidates that have smaller spatio-temporal distances to the original event.

3.4 Feasibility Constraints for Customers

After filtering out infeasible candidates by applying event-level constraints, we filter out infeasible pick-up and drop-off pairs, if one of the following customer-level constraints are violated:

- Pick-up and drop-off locations must be different
- Earliest drop-off time – earliest pick-up time ≥ direct ride time

Figure 2: The various arrangement possibilities of an event and candidate w. r. t. time.

\[\begin{align*}
(a_1) \quad & \text{event} \quad \text{candidate} \\
(a_2) \quad & \text{event} \quad \text{candidate} \\
(b_1) \quad & \text{event} \quad \text{candidate} \\
(b_2) \quad & \text{event} \quad \text{candidate} \\
(c_1) \quad & \text{event} \quad \text{candidate} \\
(c_2) \quad & \text{event} \quad \text{candidate}
\end{align*}\]

Figure 3: Exemplary event-candidate arrangement with indent before \(d_{ib}\), overlap \(d_o\) and excess after \(d_{ea}\).

- Actual pick-up time < actual drop-off time
- Actual ride time ≥ direct ride time

*Direct ride time* is the duration of the shortest path from pick-up to drop-off (without detours), whereas *actual ride time* denotes the ride time within a vehicle schedule (with detours).

4 EVALUATION

This section describes the evaluation methodology, the data sets and presents the results while discussing key findings.

4.1 Implementation Overview

The system is developed as a standalone Java 8 application. Route calculation is handled by GraphHopper\(^7\), which imports OpenStreetMap (OSM)\(^8\) maps.

\(^7\)https://www.graphhopper.com/
\(^8\)http://www.openstreetmap.org/
and builds the underlying graph to be used for routing. As for clustering, we opted for the ELKI library, which provides an OPTICS implementation with \( \xi \) extraction among many others. We make use of parallel computing at all steps where it is possible.

### 4.2 Simulation Environment and Data Set Description

We evaluate our approach by simulating taxi trips extracted from New York City taxi trip data with two on-demand ride-sharing service implementations, one without and one with meeting points. We interpret each taxi trip as a trip request by setting the pick-up and drop-off location, the desired pick-up time to trip start time and number of passengers to one. The trip data is already sorted by trip start time and our simulations process the requests in the same order. A trip request is satisfied, if it can be assigned to a vehicle. We collect different measures in three groups:

- **General**: Success rate (ratio of number of satisfied requests to all requests in the dataset), request processing duration (how much time it takes until finding a vehicle assignment or until rejecting the request), number of mapped events
- **Customer satisfaction**: Ride delay (duration difference between actual and direct ride times), waiting time (duration difference between desired pick-up time and the time when the customer is actually picked up)
- **Service/vehicle costs**: Capacity utilization, driven distance per vehicle, number of shared rides

The OSM data used for New York City contains all information and changes up to 2017-04-09T15:01:34Z. We extract trips on Saturday May 11, 2013 from New York City taxi trip data. For the simulations to finish in reasonable time, we prepare three data sets:

1. Picking a time interval with **high density** of requests to represent peak demand (with pick-up times from 19:00 to 20:00 totaling to 30,884 trips).
2. Picking a time interval with **low density** of requests to represent off-peak demand (with pick-up times from 05:00 to 07:00 totaling to 10,388 trips).
3. Reduced number of trips by selecting **every 10th** (from 00:00 to 23:59 totaling to 52,552 trips). The aim is to keep the data distribution as close as possible to the whole day with less data points.

Hereby, we assume not to introduce a selection bias.

For clustering (i.e. hotspot detection), we use the day Saturday May 4, 2013 (i.e. a week before the simulation data set). The simulations are run inside a virtual machine configured with 8 vCPUs (Intel Xeon E5-2650 clocked at 2.20 GHz). Used Java Virtual Machine parameters are -Xms2048m -Xmx4096m -XX:+UseG1GC.

We evaluate the effect of different parameter values related to meeting points, while keeping the remaining configuration within each test category the same (i.e. number of vehicles, vehicle capacity, slack time) or using the default values for the remaining dimensions (e.g. when testing with various bucket size values, time flexibility is set to 5 min.). In all tests, we set the vehicle capacity to 10 and the slack time to 5 minutes. The number of vehicles is set to 1000 for high density, 250 for low density and 100 for every 10th data sets. These values are chosen in a way to prevent oversaturating the system with resources and in order to better observe the results of meeting points. In addition to already introduced concepts, we investigate the impact of \( \text{minPoints} \) (an OPTICS parameter that defines the number of points required to form a cluster) and \( \text{mapping mode} \), where we intentionally disable mapping to either hotspots or already existing request events.

### 4.3 Results and Findings

The simulation results are depicted in Table 1. Some of the key findings are as follows:

- The simulations with the **high density** dataset benefit from meeting points the most, since increasing density of requests increases the potential of events to be bundled.
- The most important factors that influence the results are **time and location flexibility**. As depicted in Figure 4, the bigger the flexibilities, the better the success rates.
- The choice of **bucket size** is important, since its value directly affects the number of clusters and how long they remain active. Smaller bucket sizes produce higher numbers of hotspots to which mapped events are distributed whereas we want to concentrate events around a small number of hotspots. The larger the bucket size, the less the number of hotspots which reduces the probability of mappings. As a result, too low or high values for bucket size are both detrimental to the improvement of quality of results.

---

9https://elki-project.github.io/
Figure 4: Success rates w.r.t. flexibility changes from Table 1. Time and location flexibilities determine whether an event can be mapped to another event or hotspot. Therefore, when increasing one flexibility (time or location) while keeping other parameters constant, we can observe better success rates (default time flexibility: 5, default location flexibility: 200). The category 0 functions as control group and denotes the success rates without meeting points.

- If `decide level radius` is set to lower values, our clustering post-processing stage becomes more selective and as a result there are less hotspots to map to.
- `minPoints` and `ξ` directly affect the outcome of OPTICS and therefore the number of clusters. Their values determine the number of clusters which impacts the number of maps to hotspots and the amount of success rate improvement.
- With `mapping mode` we observe that mapping to request events is the main factor that impacts the results and the addition of hotspots is an improvement of these results. Mapping only to hotspots is an improvement as well, but does not produce the same high impact. As it turns out, there are many unnecessary hotspots maps that do not improve the efficiency but decrease the customer convenience.
- Processing duration per request, capacity utilization and ride delay benefit, for the most part, from inclusion of meeting points.
- The percentage of shared rides decreases marginally and this is in direct correlation with time and location flexibility. With increasing flexibilities we can bundle more events and requests, which in return leave some of the non-mappable requests alone during some parts of the schedule. These, otherwise, would have shared the ride with bundled requests.
- It may appear from Table 1 that the driven distances per vehicle increases with the meeting points, but if we put it in perspective with the success rate improvement, the vehicles are actually driving less per satisfied request.

In general, we can conclude that the introduction of meeting points is beneficial regarding the success rate and service/vehicle costs, but comes at a price of customer inconvenience due to slightly increased waiting time and incurring walking legs to the pick-up and/or from drop-off location. In best case, we observe an 14.15% improvement of success rate, when location flexibility is set to 400 meters and time flexibility to 5 minutes (per event). In worst case, the increase of waiting time amounts to 1.3 minutes, when location flexibility is set to 200 meters and time flexibility to 10 minutes (per event).

5 CONCLUSION

The ride-sharing concept aims to assign multiple similar trips to the same vehicle in order to better utilize the resources. However, a naive realization of it might cause many nearby location visits of the same vehicle. This forces the vehicle to make small detours and/or frequent stops, which reduces the overall efficiency of the system. In this work, we investigated the possibility of eliminating small detours and their resulting consequences.

For a better user experience, we employ an online ride-sharing approach: The trip requests are not collected beforehand; but are unveiled in real-time, processed in a few seconds and the response about the vehicle assignment is given to the customer. Since the knowledge about the world in which we are operating is always changing, we can only rely on existing data about requests when determining flexible meeting points. Therefore, our solution is based on mapping the pick-up and drop-off events of a new request to those of accepted requests in a vehicle schedule, if their spatio-temporal distances are within the speci-
Table 1: Each cell contains a value that represents the result of the simulation with meeting points and another value within parentheses that expresses the difference of this value from the result of the simulation without meeting points. The green (or red) cells indicate that the simulation with meeting points produced a better (or worse) result. In all tests, we set the vehicle capacity to 10 and the slack time to 5 minutes.
fied location and time flexibility thresholds. To reduce the importance of initial requests which might shape the schedule of a vehicle rather unfavourably, we analyse historical request data to determine hotspots in order to map initial request events to them, since they function as meeting points as well. For the evaluation, we extract trip requests from New York City taxi trip data and process them in two on-demand ride-sharing simulations (i.e. with and without meeting points). The results indicate that the addition of meeting points is particularly beneficial during peak times when demand is high and dense. We observe that even if passengers are willing to walk short distances, the overall efficiency increases significantly (with regards to success rate and vehicle costs). Decrease in customer convenience can be counterbalanced by service providers offering financial incentives (e.g. cheaper rides). We also identified some drawbacks in our clustering and hotspot decision approach. Since this work was only a starting point, addressing this issue and improving this aspect are part of future work.
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