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Abstract: Model-based approaches specifically finite mixture models are widely applied as an inference engine in machine learning, data mining and related disciplines. They proved to be an effective and advanced tool in discovery, extraction and analysis of critical knowledge from data by providing better insight into the nature of data and uncovering hidden patterns that we are looking for. In recent researches, some distributions such as Beta distribution have demonstrated more flexibility in modeling asymmetric and non-Gaussian data. In this paper, we introduce an unsupervised learning algorithm for a finite mixture model based on multivariate Beta distribution which could be applied in various real-world challenging problems such as texture analysis, spam detection and software modules defect prediction. Parameter estimation is one of the crucial and critical challenges when deploying mixture models. To tackle this issue, deterministic and efficient techniques such as Maximum likelihood (ML), Expectation maximization (EM) and Newton Raphson methods are applied. The feasibility and effectiveness of the proposed model are assessed by experimental results involving real datasets. The performance of our framework is compared with the widely used Gaussian Mixture Model (GMM).

1 INTRODUCTION

Over the past couple of decades, machine learning experienced tremendous growth and advancement. Accurate data analysis, extraction and retrieval of information have been largely studied in the various fields of technology (Han and Pei, 2012). Technological improvement led to the generation of huge amount of complex data of different types (Diaz-Rozo and Larranaga, 2018). Various statistical approaches have been suggested in data mining, however data clustering received considerable attention and still is a challenging and open problem (Giordan, 2015). Finite mixture models have been proven to be one of the most strong and flexible tools in data clustering and have seen a real boost in popularity. Multimodal and mixed generated data consists of different components and categories and mixture models proved to be an enhanced statistical approach to discover the latent pattern of data (McCabe, 2015). One of the crucial challenges of modeling and clustering is applying the most appropriate distribution. Most of the literatures on finite mixtures concern Gaussian mixture model (GMM) (Zhou, 2017), (Guha and Shim, 2001), (Gevens, 1999), (Hastie and Tibshirani, 1996), (Luo et al., 2017). However, GMM is not a proper tool to express the latent structure of non-Gaussian data. Recently, other distributions such as Dirichlet and Beta distributions which are more flexible have been considered as a powerful alternative (Giordan, 2015), (Olkin and Trikalinos, 2015), (Fan and Bouguila, 2013), (Cockriel and McDonald, 2018), (Elguebaly and Bouguila, 2013), (Fan et al., 2014), (Klauschies et al., 2018), (Wentao et al., 2013).

In this work, we introduce multivariate Beta mixture model to cluster k dimensional vectors with features defined between zero and one. For learning the parameters, we applied the Expectation-Maximization (EM) algorithm. Our model will be evaluated on two real world applications. The first one is software defect detection. Nowadays, complex software systems are increasingly applied and the rate of software defects is growing correspondingly. Errors, failures and defects may cause serious and costly complications in systems and projects by providing unexpected or unintended results. Hence, prediction of defective modules by statistical methods has become one of the attention-grabbing subjects of many studies using machine learning methods to differentiate fault prone or non-fault prone softwares (Malhotra and Jain, 2012). Spam filtering is our second topic of interest. Evolutionary automated communication by
Internet improved the style of everyday communication. Electronic mail is a dominant medium for digital communications as it is convenient, economical and fast. However, unwanted emails take advantage of the Internet. Spam emails are sent to widely and economically advertise a specific product or service, serve online frauds (Malhotra and Jain, 2012) or are carrying a piece of malicious code that might damage the end user machines.

The rest of this paper is organized as follows; In sections 2 and 3, we present our proposed mixture model and model learning, respectively. Model assessment is performed by devoting section 4 to experimental results and the accuracy of our model is estimated by comparing it with Gaussian mixture models. Finally, we conclude this paper in section 5.

2 THE MIXTURE MODEL

In this section, we propose a new mixture model based on a multivariate Beta distribution.

2.1 The Finite Multivariate Beta Distribution

Bivariate and multivariate Beta distributions have been introduced by Olkin and Liu (Olkin and Liu, 2003), (Olkin and Trikalinos, 2015). This article is devoted to our proposed mixture model based on multivariate Beta distribution. In this section, we will briefly introduce the bivariate distribution with three shape parameters and then describe the multivariate case in detail.

Let us consider two correlated random variables $X$ and $Y$ defined by Beta distribution and described as follows:

$$X = \frac{U}{U + W}$$ \hspace{1cm} (1)

$$Y = \frac{V}{V + W}$$ \hspace{1cm} (2)

$U$, $V$ and $W$ are three independent random variables arisen from standard Gamma distribution and parametrized by their shape parameters $a$, $b$ and $c$, respectively. Both variables $X$ and $Y$ have positive real values and are less than one. The joint density function of this bivariate distribution is expressed by Equation 3.

$$f(X, Y) = \frac{X^{a-1}Y^{b-1}(1-X)^{b+c-1}(1-Y)^{a+c-1}}{B(a, b, c)(1-XY)^{(a+b+c)}}$$ \hspace{1cm} (3)

where

$$B(a, b, c) = \frac{\Gamma(a)\Gamma(b)\Gamma(c)}{\Gamma(a+b+c)}$$ \hspace{1cm} (4)

The multivariate Beta distribution is constructed by generalization of above bivariate distributions to $k$ variate distribution. Let $U_1, \ldots, U_k$ and $W$ be independent random variables each having a Gamma distribution and variable $X$ is defined by Equation 5 where $i = 1, \ldots, k$.

$$X_i = \frac{U_i}{U_i + W}$$ \hspace{1cm} (5)

The joint density function of $X_1, \ldots, X_k$ after integration over $W$ is expressed by:

$$f(x_1, \ldots, x_k) = c \prod_{i=1}^{k} x_i^{a_i-1}(1-x_i)^{b+c_i-1} \left[1 + \sum_{j=1}^{k} \frac{x_j}{(1-x_j)} \right]^{-a}$$ \hspace{1cm} (6)

where $x_i$ is between zero and one and:

$$c = B^{-1}(a_1, \ldots, a_k) = \frac{\Gamma(a_1 + \ldots + a_k)}{\prod_{i=1}^{k} \Gamma(a_i)} = \frac{\Gamma(a)}{\prod_{i=1}^{k} \Gamma(a_i)}$$ \hspace{1cm} (7)

$a_i$ is the shape parameter of each variable $X_i$ and:

$$a = \sum_{i=1}^{k} a_i$$ \hspace{1cm} (8)

2.2 Mixture model

Let us consider $\mathcal{X} = \{X_1, X_2, \ldots, X_N\}$ be a set of $N$ k-dimensional vectors such that each vector $X_n = (x_{n1}, \ldots, x_{nk})$ is generated from a finite but unknown multivariate Beta mixture model $p(\mathcal{X}|\Theta)$. We assume that $\mathcal{X}$ is composed of $M$ different finite clusters and can be approximated by a finite mixture model as below (Bishop, 2006), (Figueiredo and Jain, 2002), (McLachlan and Peel, 2000):

$$p(\mathcal{X}|\Theta) = \sum_{j=1}^{M} p_j p(\mathcal{X}|\Theta_j)$$ \hspace{1cm} (9)

where $\Theta_j = (\alpha_1, \ldots, \alpha_k)$. The weight of component $j$ is denoted by $p_j$. All of mixing proportions are positive and sum to one.

$$\sum_{j=1}^{M} p_j = 1$$ \hspace{1cm} (10)

The complete model parameters are denoted by $\{p_1, \ldots, p_M, \Theta_1, \ldots, \Theta_M\}$ and $\Theta = (p_j, \Theta_j)$ represents the set of weights and shape parameters of component $j$. 
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3 MODEL LEARNING

In this section, we first estimate the initial values of the parameters. Then, the optimal parameters are estimated by developing maximum likelihood estimation within EM algorithm. The initialization phase is based on k-means framework and method of moments.

### 3.1 Method of Moments for the Finite Multivariate Beta Distribution

Method of moments (MM) is a statistical technique to estimate model’s parameter. Considering Equation 11 and Equation 12 as the first two moments, sample mean and variance, the shape and scale parameters of Beta distribution can be estimated using the method of moments by Equation 13 and Equation 14 as follow:

\[
E(X) = \bar{x} = \frac{1}{N} \sum_{i=1}^{N} X_i \tag{11}
\]

\[
\text{Var}(X) = \bar{v} = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - \bar{x})^2 \tag{12}
\]

\[
\hat{\alpha} = E(X) \left( \frac{E(X)}{\text{Var}(X)} \left( 1 - E(X) \right) - 1 \right) \tag{13}
\]

\[
\hat{\beta} = \left( 1 - E(X) \right) \left( \frac{E(X)}{\text{Var}(X)} \left( 1 - E(X) \right) - 1 \right) \tag{14}
\]

By the help of the mean and variance of components obtained from k-means phase, the initial parameters are approximated.

### 3.2 Maximum Likelihood and EM Algorithm

As one of the suggested methods to tackle the problem of finding the parameters of our model, we apply maximum likelihood estimate (MLE) approach (Ganeshalingam, 1989) and expectation maximization (EM) framework (McCabe, 2015), (McLachlan and Krishnan, 2008) on the complete likelihood. In this technique, the parameters which maximize the probability density function of data are estimated as follow:

\[
\Theta^* = \arg \max_{\Theta} \mathcal{L}(X, \Theta) \tag{15}
\]

\[
\mathcal{L}(\Theta, X) = \log \left( p(X|\Theta) \right) = \sum_{n=1}^{N} \log \left( \sum_{j=1}^{M} p_j p(X_n|\alpha_j) \right) \tag{16}
\]

Each \( \tilde{X}_n \) is supposed to be arisen from one of the components. Hence, a set of membership vectors is introduced as \( Z_n = (Z_{n1}, \ldots, Z_{nm}) \) where:

\[
z_{nj} = \begin{cases} 
1 & \text{if } X \text{ belongs to a component } j \\
0 & \text{otherwise,} 
\end{cases} \tag{17}
\]

\[
\sum_{j=1}^{M} z_{nj} = 1 \tag{18}
\]

This gives the following complete log-likelihood:

\[
\mathcal{L}(\Theta, Z, X) = \sum_{j=1}^{M} \sum_{n=1}^{N} z_{nj} \left( \log p_j + \log p(X_n|\alpha_j) \right) \tag{19}
\]

In the EM algorithm, as the first step in Expectation phase, we assign each vector \( \tilde{X}_n \) to one of the clusters by its posterior probability given by:

\[
\hat{Z}_{nj} = p(j|\tilde{X}_n, \alpha_j) = \frac{p_j p(X_n|\alpha_j)}{\sum_{j=1}^{M} p_j p(X_n|\alpha_j)} \tag{20}
\]

The complete log-likelihood is computed as:

\[
\mathcal{L}(\Theta, Z, X) = \sum_{j=1}^{M} \sum_{n=1}^{N} \hat{Z}_{nj} \left( \log p_j + \log \left( \frac{\prod_{i=1}^{k} X_{ni}^{(a_{ji})}}{\prod_{i=1}^{k} (1 - X_{ni})^{(a_{ji})}} \right) \right) \times \Gamma \left( \sum_{i=1}^{k} a_{ji} \right) \times \left( \frac{X_{ni}}{1 - X_{ni}} \right)^{-a_{ji}} \tag{21}
\]

\[
- \log \left( \prod_{i=1}^{k} \left( (1 - X_{ni})^{(a_{ji})} \right) \right) \tag{19}
\]

\[
- \log \left( \prod_{i=1}^{k} \Gamma(a_{ji}) \right) + \log \left( \sum_{i=1}^{k} \frac{X_{ni}}{1 - X_{ni}} \right)^{-a_{ji}} \tag{20}
\]

\[
\sum_{j=1}^{M} \sum_{n=1}^{N} \hat{Z}_{nj} \left( \log p_j + \sum_{i=1}^{k} \left( a_{ji} - 1 \right) (1 - \log(X_{ni})) - \sum_{i=1}^{k} (a_{ji} + 1) (1 - \log(1 - X_{ni})) + \log \left( \Gamma(a_{ji}) \right) - \log \left( \prod_{i=1}^{k} \Gamma(a_{ji}) \right) + \log \left( \sum_{i=1}^{k} \frac{X_{ni}}{1 - X_{ni}} \right)^{-a_{ji}} \right) \tag{21}
\]

The value of \( a_j \) is computed by Equation 13 for each component of mixture model.
To reach our ultimate goal and in maximization step, the gradient of the log-likelihood is calculated with respect to parameters. To solve optimization problem, we need to find a solution for the following equation:

\[
\frac{\partial L(\Theta, Z, X)}{\partial \Theta} = 0
\]  

(22)

The first derivatives of Equation 21 with respect to \(a_{ji}\) where \(i = 1, ..., k\) are given by:

\[
\frac{\partial L(\Theta, Z, X)}{\partial a_{ji}} = \sum_{j=1}^{M} \sum_{n=1}^{N} Z_{nj} \left( \log(X_{ni}) - \log(1 - X_{ni}) \right) + \Psi(a_{j}) - \Psi(a_{ji}) - \log \left[ 1 + \sum_{i=1}^{k} \frac{X_{ni}}{1 - X_{ni}} \right]
\]

where \(\Psi(\cdot)\) and \(\Psi'(\cdot)\) are digamma and trigamma functions respectively defined as follow:

\[
\Psi(X) = \frac{\Gamma'(X)}{\Gamma(X)}
\]

(24)

\[
\Psi'(X) = \frac{\Gamma''(X)}{\Gamma(X)} - \frac{\Gamma'(X)^2}{\Gamma(X)^2}
\]

(25)

As this equation doesn't have a closed form solution, we use an iterative approach named Newton-Raphson method expressed as follow:

\[
\tilde{\alpha}_{j}^{n+1} = \tilde{\alpha}_{j}^{n} - H_j^{-1} G_j
\]

(26)

where \(G_j\) is the first derivatives vector described in Equation 23 and \(H_j\) is Hessian matrix.

\[
G_j = (G_{1j}, ..., G_{kj})^T
\]

(27)

The Hessian matrix is calculated by computing the second and mixed derivatives of \(L(\Theta, Z, X)\).

\[
H_j = \begin{bmatrix}
\frac{\partial G_{1j}}{\partial a_{1j}} & ... & \frac{\partial G_{1j}}{\partial a_{kj}} \\
\vdots & \ddots & \vdots \\
\frac{\partial G_{kj}}{\partial a_{1j}} & ... & \frac{\partial G_{kj}}{\partial a_{kj}}
\end{bmatrix} = \sum_{i=1}^{N} Z_{nj} \times \quad (28)
\]

\[
\begin{bmatrix}
\Psi'(\tilde{\alpha}_{j}) - \Psi'(a_{j}) \quad \cdots \\
\vdots & \ddots & \vdots \\
\Psi'(\tilde{\alpha}_{j}) - \Psi'(a_{j})
\end{bmatrix}
\]

where \(|\tilde{\alpha}_{j}| = a_1 + ... + a_k\)  

(29)

The estimated values of mixing proportions are expressed by Equation 30 as it has a closed-form solution:

\[
p_j = \frac{\sum_{n=1}^{N} p(j|x_n, \tilde{\alpha}_j)}{N}
\]

(30)

### 3.3 Estimation Algorithm

The initialization and estimation framework is described as follows:

1. INPUT: k-dimensional data \(x_n\) and \(M\).
2. Apply the k-means to obtain initial \(M\) clusters.
3. Apply the MOM to obtain \(\tilde{\alpha}_j\).
5. M-step: Update the \(\tilde{\alpha}_j\) using Equation 26 and \(p_j\) using Equation 30.
6. If \(p_j < \epsilon\), discard component \(j\) and go to 4.
7. If the convergence criterion passes terminate, else go to 4.

### 4 EXPERIMENTAL RESULTS

In this section, we estimate the accuracy of our algorithm by testing on two real world applications. As the first step, we normalize our datasets by Equation 31 as one of the assumptions of our distribution is that the values of all observations are positive and less than one.

\[
X' = \frac{X - X_{min}}{X_{max} - X_{min}}
\]

(31)

To assess the accuracy of the algorithm, the observations are assigned to different clusters based on Bayesian decision rule. Afterward, the accuracy is inferred by confusion matrix. At the next step, multivariate Beta mixture and Gaussian mixture model will be compared.

### 4.1 Software Defect Prediction

Software quality assurance and detection of a fault or a defect in a software program have become one of the topics that have received lots of attention in research and technology. Any failure in software may result in high costs for the system (Bertolino, 2007), (Briand and Hetmanski, 1993), (El Emam and Rai, 2001). The evaluation of the quality of complex software systems is costly and complicated. Consequently, prediction
of software failures and improving reliability is one of the attractive applications for scientists (Boucher and Badri, 2017), (Kawashima and Mizuno, 2015), (Lyu, 1996), (Koru and Liu, 2005). To tackle this problem, it is critical to define the appropriate metrics to express the attributes of the software modules. There are some metrics (Aleem et al., 2015) for assessing software complexity such as the code size, McCabes cyclomatic and Halsteads complexity (McCabe, 1976). The McCabes metric includes essential, cyclomatic and design complexity and the number of lines of code. While the Halsteads metric consists of base and derived measures and line of code (LOC) (McCabe, 1976), (Shihab, 2014). Prediction models are applied to improve and optimize the quality which is translated to customer satisfaction as a significant achievement for the companies. Finite mixture models as flexible statistical solutions and clustering techniques are considered as powerful tools in this area (Oboh and Bouguila, 2017), (Bouguila and Hamza, 2010), (Kawashima and Mizuno, 2015). Our experiment is performed on three datasets from the PROMISE data repository obtained from NASA software projects and its public MDP (Modular toolkit for Data Processing) which are currently used as benchmark datasets in this area of research (NASA, 2004).

The metrics or features of each dataset are five different lines of code measure, three McCabe metrics, four base Halstead measures, eight derived Halstead measures and a branch-count. The datasets are classified by a binary variable to indicate if the module is defective or not. CM1 as the first dataset is a NASA spacecraft instrument software written in "C". KC1 as the second one, is a "C++" dataset raised from system implementing storage management for receiving and processing ground data. The last case, PC1 is developed using "C" considering functions flight software for earth orbiting satellite. To highlight the basic properties of the datasets, Table 1 is created. As it is shown in Table 2 and Table 3, multivariate Beta mixture model (MBMM) has better performance in all three datasets in comparison with Gaussian mixture model (GMM). For CM1, the accuracy of our model is 98.79% while this value for GMM is 85.94%. KC1 has a more accurate result (94.12%) with MBMM than GMM (88.66%). The performance of models for PC1 is similar by 94.13% and 91.79% of accuracy for MBMM and GMM, respectively. The precision and recall follow the same behavior as accuracy. The multivariate Beta mixture model is capable to reach 97.44% precision and 99.55% of recall for PC1 and KC1, respectively. While GMM has the best preci-
Table 1: Software modules defect properties.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Language</th>
<th>Instances</th>
<th>Defects</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>C</td>
<td>498</td>
<td>49</td>
</tr>
<tr>
<td>KC1</td>
<td>C++</td>
<td>2109</td>
<td>326</td>
</tr>
<tr>
<td>PC1</td>
<td>C</td>
<td>1109</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 2: Software modules defect results inferred from the confusion matrix of multivariate Beta mixture model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>98.79</td>
<td>99.15</td>
<td>99.55</td>
</tr>
<tr>
<td>KC1</td>
<td>94.12</td>
<td>94.69</td>
<td>98.31</td>
</tr>
<tr>
<td>PC1</td>
<td>94.13</td>
<td>97.44</td>
<td>95.97</td>
</tr>
</tbody>
</table>

Table 3: Software modules defect results according to the confusion matrix of Gaussian mixture model.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>85.94</td>
<td>92.21</td>
<td>90.88</td>
</tr>
<tr>
<td>KC1</td>
<td>88.66</td>
<td>93.99</td>
<td>92.69</td>
</tr>
<tr>
<td>PC1</td>
<td>91.79</td>
<td>96.06</td>
<td>95.23</td>
</tr>
</tbody>
</table>

Table 4: Spam filtering results to compare the performance of MBMM and GMM.

<table>
<thead>
<tr>
<th>Mixture model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBMM</td>
<td>79.92</td>
<td>80.6</td>
<td>82.74</td>
</tr>
<tr>
<td>GMM</td>
<td>67.81</td>
<td>78.99</td>
<td>68.29</td>
</tr>
</tbody>
</table>

4.2 Spam Detection

Spam filtering as our second real application is one of the major research fields in information systems security. Spams or unsolicited bulk emails pose serious threats. As it was mentioned in some literature up to 75–80% of email messages are spam (Blanzieri and Bryl, 2008) which resulted in heavy financial losses of $50 and $130 billion dollars in 2005, respectively (Galati, 2018), (Lugaresi, 2004), (Wang et al., 2018). Considering serious risks and costly consequences, classification and categorization of email (Ozgur and Gungor, 2012), (Amayri and Bouguila, 2009a), (Amayri and Bouguila, 2009b), (Amayri and Bouguila, 2012) have received a lot of attention. Applying machine learning and pattern recognition techniques capability was enhanced compared to handmade rules (Amayri and Bouguila, 2010), (Bouguila and Amayri, 2009), (Fan and Bouguila, 2013), (Cormack and Lynam, 2007), (Chang and Meek, 2008), (Hershkop and Stolfo, 2005), (Drake, 2004).

Our experiment was carried out on a challenging spam data set obtained from UCI machine learning repository, created by Hewlett-Packard Labs (UCI, 1999). This dataset contains 4601 instances and 58 attributes (57 continuous input attributes and 1 nominal class label target attribute). 39.4% of email (1813 instances) are spam and 60.6% (2788) are legitimate. The attributes are extracted from a commonly used technique called Bag of Words (BoW) as one of the main retrieval methods in natural language processing. In this method, each email is presented by its words disregarding grammar. Most of the attributes in spam base dataset indicate whether a particular word or character was frequently occurring in the email. 48 features include the percentage of words in the email that match the word. 6 attributes are extracted from the percentage of characters in the email that match characters. The rest of the features are the average length of uninterrupted sequences of capital letters, the length of the longest uninterrupted sequence of capital letters and the total number of capital letters in the email. The dataset class denotes whether the email was considered spam or not. To evaluate our framework, first the dataset has been reduced to 3626 instances to have a balanced case. Then it was normalized by Equation 31 as our assumption is that all observation values are between zero and one. Table 4 shows the results of our model performance in comparison with Gaussian mixture model considering their confusion matrix. As we can realize from table 4, multivariate Beta mixture model is more accurate (79.92%) and has higher value in terms of precision and recall, 80.6% and 82.74%, respectively.

5 CONCLUSION

In this paper, we have developed a clustering technique and a mixture model in order to propose a new approach to model data and improve clustering accuracy. We have mainly proposed our model using a multivariate Beta distribution which has more flexibility. The work addresses the parameters estimation within a deterministic and efficient method using maximum likelihood estimation. After the presentation of our algorithm for parameters estimation, we evaluated the capability of the proposed statistical mixture model in two real attractive domains and applied confusion matrix as a typical evaluation approach to estimate the accuracy, precision and recall and effectiveness of our solution. As the first real world experiment, we considered a popular and critical application in information security engineering about predicting defects in software modules in the
context of three NASA datasets. Our clustering algorithm was developed to discover two groupings based on some software complexity metrics. The proposed methodology has been shown to outperform Gaussian mixture models as a classical approach and our offered solution achieved better results in terms of data modeling capabilities and clustering accuracy. The second application was spam detection using the spam base dataset from the UCI repository. The ultimate goal of our extensive study is developing a powerful classifier as a devoted filter to accurately distinguish spam emails from legitimate emails in order to improve the blocking rate of spam emails and decrease the misclassification rate of legitimate emails. Spam filtering solutions presented in this paper generates acceptable, accurate results in comparison with Gaussian mixture model as the results of our algorithm has higher precision and recall. From the outcomes, we can infer that the multivariate Beta mixture model could be a competitive modeling approach for the software defect and spam prediction problems. In other words, we can say that our model produces enhanced clustering results largely due to its model flexibility.
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