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Abstract: This paper proposes to add subpixel accuracy to the unsynchronized unstructured light method while achieving high-speed dense reconstruction without any camera-projector synchronization. This allows scanning faces which is notoriously difficult due to involuntary movements on the part of the model and the reduced possibilities of 3D scanner approaches such as laser scanners because of speed or eye protection. The unsynchronized unstructured light method achieves this with low-cost hardware and at a high capture and projection frame rate (up to 60 fps). The proposed approach proceeds by complementing a discrete binary coded match with a continuous interpolated code which is matched to subpixel precision. This subpixel matching can even correct for erroneous camera-projector correspondences. The obtained results show that highly accurate unfiltered 3D models can be reconstructed even in difficult capture conditions such as indirect illumination, scene discontinuities, or low hardware quality.

1 INTRODUCTION

The subpixel correspondence is very important in 3D reconstruction as it enables a smooth and dense 3D model. Generally, active reconstruction produces a correspondence where one camera pixel corresponds to one particular projector pixel. On the other hand, by achieving a subpixel correspondence, the accuracy is greatly improved as it improves the matches and enables pixels to be matched to a fractional part of another pixel, as illustrated in Fig. 1.

There are multiple active reconstruction methods that can provide a subpixel correspondence. These methods are divided into two broad categories which can further be split into multiple methods. These methods are referred to as the structured light method and the unstructured light method. The first category consists of projecting several structured light patterns and directly encoding the position of the projector pixel. In this category, the first method is the Gray Code (Inokuchi, 1984) and the patterns are composed of white and black stripes at different frequencies. A second method is the Phase Shift (Srinivasan et al., 1984) where sinusoidal patterns, composed of the same sine shifted several times at different frequencies, are projected. These methods exhibit many difficulties in scene discontinuities and they are not robust to indirect illumination which in turn leads to multiple matching errors. Several other approaches have tried to improve the Phase Shift (Chen et al., 2008; Gupta and Nayar, 2012; Gu et al., 2011). These methods will be detailed in the next section. The second category, unlike the previous one, consists in encoding the position of the projector and the camera in a LookUp-Table (LUT) (Kushnir and Kiryati, 2007; Wexler et al., 2003; Couture et al., 2014). The unstructured light method provides bidirectional matching (from camera to projector and from projector to camera). In (Couture et al., 2011), they improved the patterns by generating sines in random directions in the frequency...
domain. Additionally, these patterns don’t feature large black and white regions. For this reason, this method is very robust to indirect illumination and scene discontinuities.

The methods presented above must synchronize their projectors and their cameras. Without synchronization, the camera sees mixed projected patterns which results in wrong correspondences. To obtain a correspondence from patterns projected in time, the camera must see each projected pattern by the projector only once. There are two types of synchronization: hardware synchronization (Takei et al., 2007; Zhang et al., 2010; Rusinkiewicz et al., 2002; Liu et al., 2010; Wang et al., 2011) and software synchronization (Herakleous and Poullis, 2014; Koninckx and Van Gool, 2006; Jaeggli et al., 2003). The first type requires expensive and experimental equipment. It consists in synchronizing the projector and the camera using a triggering circuit (Liu et al., 2010; Wang et al., 2011). This type of synchronization allows the capture of image sequences at very high frame rate (up to 3000 fps (Takei et al., 2007)). The second type does not require any experimental material. It is a structured light scan at very low frame rate (usually less than 5 fps). Unfortunately, this method, with its low frame rate, requires a large amount of time for the camera to fully capture the projected patterns exactly once.

Other methods have performed unsynchronized coded light scans (Sagawa et al., 2014; Moreno et al., 2015; El Asmi and Roy, 2018). The difficulties of the unsynchronized capture reside in finding the first image in the captured sequence and in finding the mixture between two consecutive patterns partially seen by the camera as a single image. Indeed, during the unsynchronized capture at very high frame rate, the camera sees a mixture of two consecutive patterns. It then becomes impossible to get a correspondence between the camera and the projector.

The first method (Moreno et al., 2015) consists in projecting structured light patterns at a high frame rate without synchronization between the projector and the camera. The authors project a looping video of structured light patterns. In order to detect the first image in the captured sequence, they project an easily identifiable sequence of entirely black and entirely white patterns at the beginning of the sequence. They then generate an image formation model of the camera in order to find the synchronization parameters and to recover the patterns corresponding to the Gray Code. This method requires complex and very long computations in order to solve the equation systems of the image model. In addition, it is not robust to indirect illumination and scene discontinuities due to the use of Gray Code.

Alternative method (El Asmi and Roy, 2018) solved the synchronization problem by projecting a looping video of unstructured light patterns at a high frame rate (30 to 60 fps). The camera starts capturing at any time. Thus, it is necessary to find the first image of the captured sequence. They do so by making several correspondences between the captured sequence and the reference sequence which is shifted by one pattern at each correspondence. The first image in the captured sequence is found using the best correspondence after calculating the matching costs. They then find the mixture between the two consecutive patterns by mixing them. The unstructured light patterns are generated randomly so mixing them gives a new random pattern. This method is very fast and simple. It can scan in less than two seconds at 30 or 60 fps. However, this method does not achieve a correspondence with a high subpixel accuracy. In this paper, we describe a new technique to improve the unsynchronized unstructured light method by matching with a high precision subpixel.

2 PREVIOUS WORK

There are several active methods that achieve a high precision subpixel correspondence. In articles (Salvi et al., 2004; Salvi et al., 2010), a survey on structured light methods is presented. In general, methods that achieve subpixel precision are based on sinusoidal patterns (Wust and Capson, 1991; Zhang and Yau, 2007). The patterns are composed of multiple sines each shifted by a different amount in a given direction and with different frequencies. The sines vary from a very low frequency to a very high frequency. Thus, each camera pixel encodes the projector position directly by a unique phase. This method achieves a dense reconstruction with a high subpixel accuracy through the different gray intensities. However, this method requires photometric calibration because the phase is recovered from the pixel intensities. Furthermore, it is not robust to the indirect illumination which is caused by the low frequency patterns.

In (Chen et al., 2008), they improved the projected patterns by modulating a high frequency signal, so that they are robust to indirect illumination and achieve a high subpixel accuracy. Modulated Phase Shift patterns are composed of modulated sines in both directions (two-dimensional patterns) at a very high frequency. Unfortunately, this method requires a very high number of patterns. In (Gu et al.,
2011)’s method, they reduced the number of patterns by multiplexing the modulated patterns together. These three methods require what is called the phase unwrapping because of the periodic nature of patterns (Huntley and Saldner, 1993; Nayar et al., 2006). Indeed, we must be able to differentiate between the different phases of each period. Micro Phase Shift method (Gupta and Nayar, 2012) resolves the problem of phase unwrapping by projecting only a high frequency patterns. Alternative methods have used the Gray Code (Gühring, 2000) to achieve a subpixel reconstruction. Line Shifting (Gühring, 2000) evaluates the subpixel only in the bit transitions (0 to 1 or 1 to 0). However, these alternative methods result in a sparse reconstruction.

In (Martin et al., 2013), they use the unstructured light method to achieve the subpixel accuracy. This method is very robust to indirect illumination and scene discontinuities through their gray level band-pass white noise patterns. They project a lower number of patterns than the method in (Couture et al., 2011). They also improved their technique to generate the codewords (Salvi et al., 2004). By comparing two neighboring codewords, they determine the region where the subpixel is located. They then divide it into four bins by interpolating between the four pixels that define this region. They additionally make a hierarchical vote to choose the right bin and further divide it into another four bins. This operation is repeated recursively several times until they obtain the desired amount of subpixel precision. This method requires a huge calculation time because of the recursion and the hierarchical vote. In this paper, the unsynchronized unstructured light method (El Asmi and Roy, 2018) is improved by accomplishing a high subpixel accuracy. A simple and fast technique to determine the subpixel position is presented in Sec. 4.

3 RELEVANT SUBPIXEL INFORMATION

In establishing pixel correspondence with unstructured light patterns, several parameters have an impact on subpixel accuracy. Amongst these parameters, there is the pattern frequency and the pixel ratio as well as the code-length (linear and quadratic code). Modulating these parameters allow the subpixel accuracy to either improve or degrade.

![Figure 2: Unstructured light patterns at various spatial frequencies and their cost functions representing the cost of the difference between two neighboring pixels (here, a neighborhood of 300 pixels). The frequency represents the oscillation number of each sine per pattern. Notice that when the frequency increases, the curve is more pronounced. Fig. (a) shows a pattern frequency equal to 25, (b) shows a pattern frequency equal to 50 and (c) shows a pattern frequency equal to 100.](image-url)

3.1 Pattern Frequency

The unstructured light pattern frequency is the oscillation number of one sine per pattern and is the main property of the unstructured light patterns. Increasing the pattern frequency reduces the impact of indirect illumination and improves matches. Using a very low frequency results in a high correlation between neighboring pixels as they become too similar to match effectively. The subpixel accuracy increases when the frequency is high because the curves of the cost functions are more pronounced and smooth. Fig. 2 shows three patterns with different frequencies and their associated cost function curves. As shown in the figure, the curve becomes more pronounced and precise as the frequency increases. However, using a very high frequency brings about several matching errors because the camera might not be able to distinguish the black and white bands.
3.2 Pixel Ratio

The pixel ratio represents the number of pixels seen by a single camera pixel in the projector pattern, and vice versa. The optimal case is for the pixel ratio to be near 1. Indeed, a single pixel of the camera corresponds to only one pixel in the projector. For the current experiments, the pixel ratio is near 2 because the camera sees a mixture of four neighboring pixels in the projector (two pixels per axis). The subpixel accuracy decreases as the pixel ratio increases. To illustrate, consider an example of a pixel ratio near 2. If the camera “sees” four neighboring projector pixels, then the correspondence from projector to camera already has a subpixel accuracy of a half pixel per axis. This is because the projector pixels have more information and they are more accurate. As illustrated in Fig. 3, we are already “inside” the camera’s pixels. Thus, the pixel ratio is very important in the determination of the subpixel matching, as it can increase or decrease its precision.

3.3 Linear and Quadratic Code

Pixel correspondences between camera and projector are established by using LSH algorithm (Locality Sensitive Hashing) (Andoni and Indyk, 2006). LSH is used in searching for nearest neighbors in very high-dimensional spaces. Because of its inherently random nature, it is necessary to run several LSH iterations. At each iteration, it generates different match proposals and keeps only the best ones based on the difference of bits in the codes. While trying to recover subpixel accuracy, codes from neighboring pixels will be compared. These codes tend to be very similar, so we rely on quadratic code instead of linear code to get enough information.

As described in (El Asmi and Roy, 2018), a linear code with a small number of LSH iterations is used to find the first pattern of the captured sequence and a quadratic code is used to estimate the mixture between two consecutive unstructured light patterns. For a given set of \( n \) patterns, a linear codeword is \( n \) bits for \( n \) bits of information and a quadratic codeword is \( \frac{2n}{\log n} \) bits providing \( n \log n \) bits of information, as explained in (Martin et al., 2013). To illustrate, consider an example of 60 patterns, a linear codeword is 60 bits for 60 bits of information and a quadratic codeword is 1770 bits for 354 bits of information. Thus, the quadratic code increases the amount of information and reduces the LSH matching errors.

By increasing the number of bits, the quadratic code increases the number of transitions (0 to 1 or 1 to 0) between neighboring pixels by a factor \( \log n \) (in our example, \( \frac{60}{60} \approx 6 \)). This increases the subpixel accuracy since it relies on those bit transitions.

4 SUBPIXEL ACCURACY

In order to establish the pixel correspondences between the camera and the projector, an unsynchronized unstructured light method is used (El Asmi and Roy, 2018). Because this method provides bidirectionality of the matches (camera to projector and projector to camera), our method will achieve subpixel accuracy in both directions. For simplicity, only the process of estimating the subpixel correspondences from the projector to the camera will be described. As explained in the previous section, subpixel matching assumes that a projector pixel is observing a mixture of two adjacent pixels in the camera image. This mixture can be described by the parameters \( \delta_x, \delta_y \) which represent a non integral displacement from an original integer match \( (\hat{x}, \hat{y}) \).

4.1 Selecting the Right Quadrant

Before finding the subpixel camera position for any projector pixel, the discrete projector to camera correspondence must be established by using the LSH algorithm. We thus start with a discrete match between projector pixel \( \mathbf{p} \) and camera pixel \( \mathbf{p} = (\hat{x}, \hat{y}) \) to which a subpixel displacement \( (\delta_x, \delta_y) \) is added to yield the exact match. To estimate the subpixel displacement \( (\delta_x, \delta_y) \), it is necessary to select the quadrant which contains pixel \( \mathbf{p} \) and its three neighboring pixels. The subpixel position \( (\hat{x} + \delta_x, \hat{y} + \delta_y) \) is located between those four pixels of the camera.
which are represented by
\[ x \leq \hat{x} + \delta_x = x + \lambda x < x + 1, \quad x = \lfloor \hat{x} + \delta_x \rfloor \quad (1) \]
\[ y \leq \hat{y} + \delta_y = y + \lambda y < y + 1, \quad y = \lfloor \hat{y} + \delta_y \rfloor \quad (2) \]
so we can represent the subpixel position \((\hat{x} + \delta_x, \hat{y} + \delta_y)\) as \((x + \lambda x, y + \lambda y)\) where \(0 \leq \lambda_x < 1\) and \(0 \leq \lambda_y < 1\).

Because the chosen approach uses the unsynchronized unstructured method, it is possible that the projected patterns are mixed temporally in the camera image. This mixture is always computed individually for each camera pixel. For the case of subpixel matching from projector to camera, the four camera pixels forming the quadrant will each feature a different temporal mixture. In the case of camera to projector matching, a single mixture value will be shared by the four projector pixels forming the quadrant. In all cases, the temporal mixture must be applied before a spatial interpolation in order to obtain accurate subpixel matches.

4.2 Estimating the Subpixel Position

The subpixel position \((\lambda_x, \lambda_y)\) is located inside the region between the four selected neighboring pixels \(\{(x, y), (x + 1, y), (x, y + 1), (x + 1, y + 1)\}\). Image intensities will be derived through bilinear interpolation over the quadrant with the parameters \((\lambda_x, \lambda_y)\), defined as:
\[ I[x + \lambda_x, y + \lambda_y] = (1 - \lambda_y)I[x, y] + \lambda_yI[x + 1, y] \]
\[ + \lambda_xI[x + 1, y + 1] \quad (3) \]
where
\[ I[x + \lambda_x, y] = (1 - \lambda_x)I[x, y] + \lambda_xI[x + 1, y] \quad (4) \]
with \(0 \leq \lambda_x, \lambda_y < 1\).

In order to obtain the binary code of a pixel, we select a number of intensity pairs from its codeword and subtract them to get intensity differences. These intensities are then binarized to provide the binary code used by LSH for matching.
\[ V[x, y] = I[x, y] - I_j[x, y] \quad \forall (i, j) \quad \text{selected intensity pairs} \quad (5) \]
The intensity difference vector \(V\) is then binarized into the code \(C\) as
\[ C[x, y] = \text{binarize}(V[x, y]) \quad (6) \]
where \(\text{binarize}(x)\) is 1 if \(x > 0\), 0 if \(x < 0\) and a random sample from \([0, 1]\) when \(x = 0\).

The idea for subpixel matching is that the camera code will best match a projector code which is obtained from image intensities which are interpolated according to the subpixel position. In practice, codes are quantized so they change in steps, which is hard to minimize. By using the non-quantized vectors \(V[x + \lambda_x, y + \lambda_y]\), the cost can be made continuous and easier to minimize using gradient descent.

4.3 From Binary Cost Function to Continuous Cost Function

Instead of quantizing the pattern intensity differences \(V\) into a binary code \(C\), we directly use \(V\) to compute the subpixel value. Two vectors are calculated; the first one, \(V\) represents the intensity differences of the pixel \(p\) while the second one, \(V'\), which is a reference vector, representing the corresponding coding intensities of the pixel \(p'\).

The subpixel optimization will minimize the angle between vectors \(V\) and \(V'\), so the objective function is simply defined as
\[ \text{cost}[x + \lambda_x, y + \lambda_y] = \text{angle}(V[x + \lambda_x, y + \lambda_y], V'[x, y]) \quad (7) \]
where
\[ \text{angle}(a, b) = \arccos \left( \frac{a \cdot b}{||a|| \ ||b||} \right) \quad (8) \]
In practice, for simplicity, we do not compute the inverse cos and change this angle function to approximately return the number of bit transitions:

$$\text{angle}(a, b) = \left(1 - \frac{a \cdot b}{\|a\| \|b\|}\right) \cdot \frac{n}{2} \tag{9}$$

where $n$ is the number of bits in the code. This cost has a minimum of 0 when $a$ and $b$ are aligned (corresponding to an angle $0^\circ$), an average of $n/2$ bits when the angle is $90^\circ$, when vectors are uncorrelated, and a maximum of $n$ when the vectors are inversely correlated at $180^\circ$.

The optimization estimates the subpixel match by minimizing the cost over possible $\delta_x$ and $\delta_y$, starting at discrete position $(\hat{x}, \hat{y})$.

Fig. 4 illustrates the difference between a binary cost function and a continuous cost function. Binary cost function curves feature steps where the gradient is 0. In the continuous cost function, the curves are much smoother and precise, so they are better to be optimized on and the gradient descent can easily find the minimum.

### 4.4 Gradient Descent

As explained above, we used a gradient descent to reduce the computation time for the subpixel search and increase its accuracy. Gradient descent iteratively converges to the local minimum of a function following the negative direction of the gradient at a current point. We minimize the cost for the angle between the two vectors, explained above in Sec. 4.3. The obtained curve is a bowl-shaped curve. Our cost function lends itself well to the minimization due to its shape, as shown in Fig. 5, as it is locally convex, as required by the gradient descent algorithm.

Figure 5: The $x$, $y$, and $z$ axis represent the $x$, $y$ pixels and the cost of the difference between neighboring pixels, respectively. We try to minimize this cost function curve.

Figure 6: Cost function curve which shows that within a specific neighborhood, ±10 pixels in this case, in the unstructured light pattern, the cost is monotonous and easy to minimize.

Figure 7: Comparison of matches between matching twice the same reference patterns adding a random noise. The blue curve represents a correspondence without a subpixel accuracy and the orange curve represents a subpixel correspondence. Subpixel accuracy can improve and correct the matching errors in the area where pixels are correlated.

### 4.5 Correcting Match Errors

An important property of unstructured light patterns is the correlation of the neighboring pixels. On the contrary, there is no correlation between two distant pixels because the patterns are generated randomly. Fig. 6 illustrates the two parts of our cost function and displays at which point is there no more correlation between pixels. Using LSH to establish the pixel correspondences between the camera and the projector generates several matching errors featuring a small deviation from the correct match. The subpixel computation can correct these matching errors, if the corresponding pixel is part of the neighborhood where pixels are correlated. However, if there is no correlation then the subpixel cannot find the correct match. Thus, LSH errors can be compensated by our subpixel method in some cases, namely local matching errors.
For the sake of illustration, the same reference patterns were matched twice adding a noise (±4 randomly to each matched pixel), a first time without subpixel and a second time with the subpixel matching. This noise generates a lot of LSH errors. Fig. 7 illustrates the improvement of the matches.

In addition, if the frequency is very low then the subpixel can improve and correct the matches because the correlated neighborhood is wider. On the other hand, if the frequency is very high, the subpixel has a small area of convergence and can no longer correct large matching errors (see Fig. 2). An example where this matters is if you want to scan faces. In this case, there is an upper limit to the usable frequency since skin presents subsurface scattering which blurs high frequencies. Nevertheless, our subpixel method can compensate for the matching errors and increase the accuracy and the quality of matches.

5 EXPERIMENTS

This section presents various experiments to evaluate our method in real scenes as well as compare it to other methods. Furthermore, the experimental setup used to achieve these experiments is described. Finally, two sets of results are provided: quantitative results to compare subpixel accuracy between our method and other methods, and qualitative results to compare the quality of 3D models generated by different methods.

In all the experiments, common off-the-shelf equipment is used. The camera is a raspberry PI at a resolution of 1280x720 and the projector is an Aaxa HD Pico projector at its native resolution of 1280x720. The projection and the capture are accomplished at 30 fps. Many difficulties were encountered with this common material such as the auto gain, the auto focus and flicker. Auto gain is the automatic brightness adjustment of the camera to the illumination of the scene. Auto focus is the focus done automatically by the camera to the scene depths. This can thus change the calibration. Finally, flicker is the mixture of colors that the camera sees. To project an RGB image, most RGB projectors send one color at a time, and should the camera have a very short exposure time, then it can distinguish a mixture of each color. Thus, it is no longer possible to triangulate and obtain 3D models. The camera-projector system was calibrated with a simple planar calibration (Zhang, 2000; Salvi et al., 2002). In addition, our experiments were performed in difficult conditions with a rolling shutter camera.

To evaluate the proposed method, it is compared to the unsynchronized unstructured method without subpixel (El Asmi and Roy, 2018) and to the Phase Shift method (Srinivasan et al., 1984). In our experiments, a looping video of 60 unstructured light patterns is projected at 30 fps without synchronization between the projector and the camera. Furthermore, in order to unwrap the phase for the Phase Shift method, 16 patterns of a shifted sine (8 patterns for each axis) are added to the 60 unstructured light patterns. The decoding step is performed with the unstructured light patterns then the subpixel is computed from the recovered phases. Because the video is projected and captured at 30 fps, it is important to find the mixture between two consecutive patterns using the unsynchronized unstructured light method.

In this section are presented a first set of results which consist of a quantitative comparison between the three methods, then a second set which consists of a qualitative comparison. The experiments are accomplished on different real scenes: a plane, a specular corner and a Lambertian robot. The results presented above are the raw data obtained, no median filter or equivalents were applied. For the calculation of the phase in each period, a treatment is performed on the neighboring points to unwrap the phase. Then, for the triangulation of the 3D models, a selection of the 3D points is carried out to remove the outliers or the points with an aberrant depth (z = ±200), and this for the three methods.

The first experiment is to compare unsynchronized unstructured light methods with and without subpixel accuracy. For this experiment, 60 unstructured light patterns are projected on a plane with a pattern frequency of 50 (number of cycles per image). The pixel ratio of this experiment is equal to 2 (each camera pixel sees 4 neighboring projector pixels, thus 2 pixels per axis). Fig. 8 presents a comparison of the two methods. In this figure, from the projector view, the addition of subpixel precision improves the curve by making it smoother as compared to its counterpart, without subpixel, which has a step function shape. On the other hand, from the camera view, the improvement is minimal because of the pixel ratio. One can say that the camera-projector correspondence already has some level of subpixel accuracy.

For the second experiment, 60 unstructured light patterns and 16 patterns of a shifted sine are projected on a specular corner using a frequency of 50. Furthermore, the same pixel ratio (near 2) has been kept. Fig. 9 (top) shows the curves of the three methods from the camera view; unsynchronized unstructured light method without and with the
For the third experiment, the scans are accomplished at different frequencies. As explained in Sec. 3.1, the pattern frequency has a significant impact on subpixel accuracy. Fig. 10 shows a comparison between the unsynchronized unstructured light method with and without subpixel accuracy. The pattern frequency of each scan is \{25, 50, 70\}. It can be seen that the blue curves with the frequencies 25 and 50 are of step function shape. The curves of the subpixel unsynchronized unstructured light method are much smoother and have no steps. The subpixel corrects even some matching errors because the cost function curve is wider (Fig. 4, freq 25 and 50), so the neighboring pixels are correlated over a larger zone (Fig. 6). On the other hand, the curve with a frequency 70 is less smooth because the cost function curve is very pronounced and the correlation zone is very small (see Fig. 2). The mean and the standard deviation show that the scan at a frequency 70 is better but that the subpixel cannot improve it more as is the case of the frequencies 25 and 50, as

Figure 8: The curves represent a line extracted from two LUTs: (a) the camera view and (b) the projector view. The blue curve represents the unsynchronized unstructured light method without the subpixel accuracy (UU) and the orange line represents the unsynchronized unstructured light method with the subpixel accuracy (UUS). The figures left and right represent a number of pixels along the x and y axis, respectively.

Figure 9: The curves (top) represent a line extracted from three LUTs; the blue curve represents the unsynchronized unstructured light method without the subpixel accuracy (UU), the orange line represents the unsynchronized unstructured light method with the subpixel accuracy (UUS) and the green curve represents the Phase Shift method (PS). The curves (bottom) represent the average error between the extracted line and a reference line passing through all the points.

Figure 10: Extracted line from two LUTs of an unstructured light pattern projection with a frequency (f) of 25, 50 and 70; where the frequency represents the number of cycles of each sine per pattern. The blue curve represents the unsynchronized unstructured light method without the subpixel accuracy (UU), the orange line represents the unsynchronized unstructured light method with the subpixel accuracy (UUS), and the green line represents the Phase Shift method. Fig. 9 (bottom) illustrates the average error of each method. The average error is the difference between a line extracted from the LUTs and the reference line. One can notice that there is a slight improvement in the unsynchronized unstructured light method curve with subpixel compared to that without subpixel accuracy. One can further notice that the error curve of the Phase Shift method is shifted about 4 pixels because of the specular surface of the reconstructed object.
Table 1: The standard deviation of the difference (in pixels) between a reference line and an extracted line from each LUT in x-axis obtained with a different pattern frequency for each set of unstructured light patterns. Mean and std represent the mean and the standard deviation for unsynchronized unstructured light methods with and without subpixel accuracy, respectively.

<table>
<thead>
<tr>
<th>freq</th>
<th>subpixel</th>
<th>mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without</td>
<td>0.255</td>
<td>0.167</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.163</td>
<td>0.112</td>
</tr>
<tr>
<td>25</td>
<td>without</td>
<td>0.241</td>
<td>0.169</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.082</td>
<td>0.065</td>
</tr>
<tr>
<td>50</td>
<td>without</td>
<td>0.225</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.140</td>
<td>0.128</td>
</tr>
</tbody>
</table>

The last experiment in the quantitative results set is the comparison of different pixel ratios. In this experiment, the camera view is chosen and the pattern frequency used is 50. The pixel ratio represents the number of pixels matched between the camera and the projector. We chose three different pixel ratios to demonstrate the achievements of the subpixel accuracy; a camera pixel sees only one projector pixel (ratio = 1), a camera pixel sees 4 projector pixels so 2 pixels per axis (ratio = 2) and finally a camera pixel sees 16 projector pixels so 4 pixels per axis (ratio = 4). Table 2 illustrates the results of the unsynchronized unstructured light method and the subpixel unsynchronized unstructured light method. Mean and standard deviation represent the difference between a line extracted from a LUT and a reference line.

Table 2: The standard deviation of the difference (in pixels) between a reference line and an extracted line from each LUT in x-axis obtained with a different pixel ratio for each set of unstructured light patterns. Mean and std represent the mean and the standard deviation for unsynchronized unstructured light methods with and without subpixel accuracy, respectively.

<table>
<thead>
<tr>
<th>ratio</th>
<th>subpixel</th>
<th>Mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>without</td>
<td>0.190</td>
<td>0.133</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.088</td>
<td>0.122</td>
</tr>
<tr>
<td>2</td>
<td>without</td>
<td>0.148</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.109</td>
<td>0.084</td>
</tr>
<tr>
<td>4</td>
<td>without</td>
<td>0.081</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>with</td>
<td>0.057</td>
<td>0.053</td>
</tr>
</tbody>
</table>

Figure 11: Various scenes reconstructed in 3D. (a) shows a 3D reconstruction of a specular corner (a right angle) and (b) shows a 3D reconstruction of a Lambertian robot. The 3D reconstructions (left) are obtained using the unsynchronized unstructured light method with the subpixel precision and the 3D reconstructions (right) are obtained using the Phase Shift method. These unfiltered models are obtained from the camera view.
Figure 12: Reconstruction of a Lambertian robot. 3D models are obtained with the unsynchronized unstructured light method without subpixel accuracy (left) and with subpixel accuracy (right). These unfiltered models are obtained from the projector view.

Figure 13: x and y projection (bottom) of reconstructed Lambertian robot for different methods. The blue curve represents the unsynchronized unstructured light method without the subpixel accuracy (UU), the orange line represents the unsynchronized unstructured light method with the subpixel accuracy (UUS) and the green line represents the Phase Shift method. The figure (top) illustrates the portion of the robot which is reconstructed.

Figure 14: 3D reconstruction using subpixel unsynchronized unstructured light method of a face. This unfiltered model is obtained from the projector view. The reconstruction is very good and more details can be noticed with subpixel unsynchronized unstructured light and the Phase Shift methods.

The goal of this method is to quickly and efficiently scan faces. In addition to scanning in less than two seconds, the accuracy of the matches is increased by adding subpixel. Fig. 14 illustrates a 3D model of a face from the projector view. An excellent 3D model with the utmost precision is obtained using the proposed method.

6 CONCLUSION

In this article, we proposed a new method to achieve high subpixel accuracy using the unsynchronized unstructured light method. This method increases the precision of the correspondence between the projector and the camera. The unsynchronized unstructured light method makes scanning faces easier in difficult conditions such as subsurface scattering, indirect illumination and scene discontinuities. Relying on low cost hardware without any form of temporal synchronization and a high frame rate, at 30 fps and 60 fps, 3D models with the utmost precision can be achieved. The subpixel estimation is fast and simple, and can also correct errors of the discrete correspondences for a better match quality.
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