Unsupervised Method based on Probabilistic Neural Network for the Segmentation of Corpus Callosum in MRI Scans
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Abstract: In this paper, we introduce an unsupervised method for the segmentation of the Corpus Callosum (CC) from Magnetic Resonance Imaging (MRI) scans. In fact, in order to extract the CC from sagittal scans in brain MRI, we adopted the Probabilistic Neural Network (PNN) as a clustering technique. Then, we used k-means to obtain the target classes. After that, we introduced a cluster validity measure based on the maximum entropy principle (Vnep), which aims to define dynamically the optimal number of classes. The later criterion was applied in the hidden layer output of the PNN, while varying the number of classes. Finally, we isolated the CC using a spatial-based process. We validated the performance of the proposed method on two challenging datasets using objective metrics (accuracy, sensitivity, Dice coefficient, specificity and Jaccard similarity), and the obtained results proved the superiority of this method against relevant methods from the state of the art.

1 INTRODUCTION

Advances in imaging techniques during the past decade, especially in modalities of magnetic resonance, made it easy for neuroscientists and clinicians to study the Corpus Callosum (CC) in depth. Many of these studies focused on analyzing the correlation between the CC’s dimensions and some neurological diseases. In fact, the CC is the largest white matter structure and the biggest fiber tract within the human brain that is responsible for the communication between the two cerebral hemispheres (Wong et al., 2006) (Waxman, 2003). It transmits visual, motoric, somatosensory, and auditory information from one hemisphere to another (Waxman, 2003) (Ganjavi et al., 2011). However, the CC shape might be the cause of some diseases such as epilepsy, Alzheimer and other types of psychosis. In a recent study, 42 patients with temporal lobe epilepsy and Hippocampal Sclerosis (HS) along with 30 subjects were studied with Diffusion Tensor Imaging (DTI) to evaluate the integrity of the CC (Lyra et al., 2017). Results showed that some clinical characteristics; like seizure frequency, duration and lesions; are associated with abnormalities in the CC. Furthermore, deformities in the CC shape had been observed in several neurodegenerative diseases such as childhood stuttering and smoking, which seemed to influence the CC shape (Choo et al., 2012) (Choi et al., 2010). Another study (Prigge et al., 2013) conducted on 917 individuals confirms that CC abnormalities might be the cause of autism. Indeed, some hypothesis implies that autism is caused by a defect in the CC which is probably related to the number of white fibers responsible for the communication between the two cerebral hemispheres. In any case, studies results can be used to predict future cases of these diseases (Lyra et al., 2017). Thus, the goal of magnetic resonance brain imaging in the framework of CC diagnosis is to unfold neurological patterns in the development of different diseases in order to enhance the related treatment (Lainhart et al., 2002). Nevertheless, the visual inspection of CC structures in MRI scans suffers from intra-variability and inter-variability between clinicians, even for experienced ones. In fact, the CC area in sagittal brain MRI slices is generally composed of different small regions forming a narrow, horizontally oriented shape which is generally located near the center of the brain (Fi-
Figure 1.a). However, in many sagittal brain MRI slices, the fornix appears in the neighborhood of the CC with a similar intensity (Figure 1.b). Hence, there has been a growing need for Computer-Aided Diagnosis (CAD) systems for automated analysis of the corpus callosum in MRI scans. Indeed, the subdivision of the CC is highly recommended for the parcellation task. This fact makes it possible to more effectively study brain shape and connectivity and thus to analyze the properties inside the structure (Park et al., 2008). Besides, the shape and location of CC play a very important role in identifying the brain from other tissues. In this context, various works have been focused on segmenting automatically the CC, given the strong impact of the segmentation quality on the overall precision of the CAD of the CC. Therefore, since the area of the CC is characterized by a high intensity, a precise segmentation of CC within brain MRI scans, without penetrating the irrelevant neighboring structures, is a challenging task in the diagnosis and treatment processes. To deal with this issue, we propose to automatically delimit the CC within MRI images. The contribution of this work is twofold. (1) As best as we know, we adopted for the first time the Probabilistic Neural Network (PNN) for the segmentation of CC (Cover et al., 2018). This comes from the promising results recorded by the Neural Networks (NN) within classification tasks. In fact, the most commonly used NN are radial function networks, and notably the PNN which proved its efficiency in many applications (Zhang, 2000). (2) Besides, the learning process of the proposed unsupervised PNN-based method is fully unsupervised, with no parameter adjusting and instantaneous training.

Figure 1: Examples of sagittal brain MRI slices: (a) CC area is composed of rostrum (in red), genu (in orange), anterior body (in yellow), mid-body (in green), posterior body (in blue), isthmus (in purple) and splenium (in light purple). (b) An example where the fornix (framed in red) appears in the neighborhood of the CC while being of similar appearance.

The rest of this paper is organized as follows. In Section 2, we discuss the related work. Then, we describe the proposed method in Section 3. We show results in Section 4. Finally, a conclusion with some directions for future work is presented in Section 5.

2 RELATED WORK

Various 2D segmentation methods were proposed to improve the precision of the CC detection. However, the most of these methods have not overcome all challenges encountered. In fact, the CC segmentation is a challenging task given that a normal shape of the CC might not clearly highlight internal deformities, what can add complexity to the diagnosis process. Besides, many internal abnormalities might include bumps, which are hard to detect when performing CC segmentation. Existing CC segmentation methods can be regrouped into two main classes: supervised methods and unsupervised ones. On the other hand, within the class of supervised methods, a CC delineation method based on the atlas approach was developed in (Ardekani et al., 2012), where authors applied a rectangular CC search area based on a priori database information. This method consists to compute the local cross-correlation map where pixel values are represented by the cross-correlation between the warped atlas and the test image. After that, the association of a pixel to the CC region is performed by selecting the pixel having the highest cross-correlation, and a specified vote rule is applied to merge the corresponding classifications. However, this method depends on a priori information from the atlas dataset. Differently, in order to segment the CC structure, (Divya and Vishnu, 2014) proposed to start by locating coarsely the CC area. This is can be performed by the adaptive mean shift algorithm or the k-means clustering. Once the CC area is located, it is used as the initial contour for the geometric active contour. This method accuracy depends strongly on the initialization precision of the CC region, so an error initialization of the CC region can lead to an incorrect segmentation. Moreover, (Farhangi et al., 2016) proposed to embed shape information into level set image segmentation. Indeed, the CC segmentation was based on inferring shape variations by a linear combination of instances in the shape repository. This allows the guidance of segmenting curve towards the boundary of an object as well as the conservation consistent with the shapes provided in the training set. Indeed, a shift of the evolution curve at each step is done in order to minimize the Chan-Vese energy as well as towards the best approximation based on a linear combination of learning samples. This supervised method is effective only with a sufficient number of training shapes and a linear combination of learning sets. Generally, it remains true that supervised methods are conceptually simple but their robustness is strongly dependent on the accuracy of their training process. On the other hand, within the class of
unsupervised methods, a fully automated hybrid method was proposed in (Li et al., 2017). This method is based on an Adaptive Mean Shift (AMS) clustering. Indeed, to identify the CC region, an automatic CC contour initialization is performed while applying an area analysis, followed by matching template based on the shape, and locating analysis. Then, the Geometric Active Contour (GAC) model was used for the delineation of the boundaries of detected areas. Nevertheless, the application of the AMS may affect surrounding tissues to the CC cluster what causes unsatisfactory segmentation results. Thus, this method remains valid just for some specific images. In (İçer, 2013), the author presented a comparative study of Gaussian Mixture Modeling (GMM) and Fuzzy C-Means (FCM) methods for the segmentation of CC. The GMM is used to define image classes while using the weighted sum of Gaussian distributions and applying statistical decisions. By using FCM, image classes are represented by membership functions according to fuzziness information that expresses the distance from the cluster centers. Then, a maximum clustering is used to achieve the final segmentation. A fully automated method for the segmentation of CC in brain MRIs was proposed in (Tang et al., 2016). In this method, it is supported that a supervised approach can lead to a breakthrough in CC segmentation performance compared to many unsupervised segmentation methods. In order to automatically learn a set of latent features that are useful for identifying the target structures, a discriminatory learning framework was used. In the first step, a multi-atlas-based segmentation approach is used for localizing the CC structure of each image. The second step consists in the joint feature-learning and model training using a Convolutional Encoder Network (CEN). Nevertheless, this method requires a post-treatment step to reduce the amount of false positive predictions. In summary, unsupervised methods are more complex than supervised methods but they have an undeniable advantage in that they do not require prior knowledge.

3 PROPOSED METHOD

The proposed method is composed of three steps: image preprocessing using Anisotropic Diffusion Filtering (ADF), classification based on unsupervised PNN, and CC isolation using a spatial filtering.

3.1 Anisotropic Diffusion Filter

To have a good standard of the MR brain images, a preprocessing step, which allows experts or imaging modalities an efficiency of further processing, is generally required. This step aims to improve the signal-to-noise ratio, to remove undesired parts in the background, and to smooth the inner part of the region while preserving its edges. These parameters are usually influenced by other parameters such as patient comfort and physiological constraints (Demin- rhan et al., 2015). Therefore, we applied the ADF in order to improve the clarity of the CC within the input raw MRI scan. In fact, to deblur high-frequency noise while preserving the main edges of existing objects, the use of ADF (Perona and Malik, 1990) has proven effective. Indeed, based on its confirmed advantages, the ADF preprocessing method is frequently used in the context of MR imaging (Palma et al., 2014). The ADF uses a diffusion coefficient as an edge detector in order to obtain a smoothed image with preserved edges. In fact, to obtain the output image, we followed an iterative process based on the following equation (Kesareva, 2017):

\[
I^{(k+1)}(i,j) = \frac{I(i,j) + \lambda g(i,j) \sum_{w \in \epsilon(i,j)} P^{(k)}(w)}{1 + \lambda g(i,j) |\epsilon|},
\]

where, \(I\) is the input image, \(I^{(k)}\) is the resultant image after the \(k^{th}\) iteration, \(g = \frac{1}{1+|\epsilon|^2}\) is an edge indicator function, \(\lambda\) is the regularization parameter that defines the trade-off between removing noise and preserving sharp boundaries, \(\epsilon(i,j)\) denotes the neighborhood of the pixel \((i,j)\), and \(|\cdot|\) denotes the set cardinality operator. Hence, our ADF-based preprocessing, using three iterations, allows to minimize the presence of undesired contours (Figure 2) \(\text{(e.g. for-nix contour)}\) what optimize the overall performance of the proposed CC segmentation method.

![Preprocessing using ADF](a) Original image. (b) Filtered image.

3.2 Classification

The classification step is based on the Probabilistic Neural Network (PNN). In fact, this feed-forward neural network is used almost for classification, seen its advantage of getting better results for the Bayes-based Decision under certain conditions and its ro-
bustness against noise (Georgiadis et al., 2008). The PNN is made up of three main layers: an input layer, a hidden layer and an output layer (Shree and Kumar, 2018). In the first step, the PNN receives iteratively a D-dimensional feature vector \( x = (x_1, \ldots, x_D) \) for the input neurons \( x_i \) (1 \( \leq i \leq D \)), where \( D \) denotes the size of the input image. This vector is transmitted to the neurons in the hidden layer which is composed of nodes that are gathered in groups (each of the \( C \) classes belongs to a group). In fact, a centred Gaussian function \( f(x) \) is associated with each hidden node in the class \( k \) (1 \( \leq k \leq C \)), what defines the Probability Density Function (PDF) (2).

\[
f_k(x) = \frac{1}{(2\pi)^{D/2} \sigma^D} e^{-\left((\|x-x_k\|^2/(2\sigma^2))\right)}, \tag{2}
\]

where, \( \sigma \) is the smoothing parameter for the Gaussian, \( D \) is the dimension of the input vector \( x \) and \( \|x-x_k\| \) is the Euclidean distance between the vector \( x \) and the centre \( x_k \) of the \( k^{th} \) cluster. At the level of the second layer, a summation of the contribution for each class of inputs is made and its total output, as a vector of probabilities, is estimated as follows:

\[
P_k(x) = \frac{1}{(2\pi)^{D/2} \sigma^D} C \sum_{i=1}^{C} e^{-\left((\|x-x_k\|^2/(2\sigma^2))\right)}, \tag{3}
\]

where \( C \) is the number of output nodes. Finally, a competitive transfer function attributes 1 for the input class that has the maximum PDF join and 0 for other classes. Therefore, Bayes decision rule under the following assumption is used to determine the class belongingness of the output \( x \) in the decision layer:

\[
c(x) = \arg \max \{ P_k(x) \}, k = 1, 2, \ldots, C, \tag{4}
\]

where \( c(x) \) is the estimated class of the output \( x \). Accordingly, given the input image \( I \) and the interval \([C_{\text{min}} : C_{\text{max}}]\) of possible values of the number of classes in \( I \), the unfolding stages of the proposed method, which outputs a mask \( M_{\text{CC}} \) that isolates the CC in the input image \( I \), can be summarized as in Algorithm 1 (such that \( N = C_{\text{max}} + 1 - C_{\text{min}} \)). In other words, the proposed classification step consists in defining the target classes \( \{Cl_{fi}\} \) using k-means, then applying the PNN for the classification according to these classes. In addition, we used a cluster validity function that dynamically allows optimizing the choice of the number of classes in a given interval. In fact, for the PNN, defining the modes (centers of the Gaussian functions) is a crucial task. Then, an evaluation method, called the cluster validity, is even necessary to determine the optimal number of clusters \( C^* \). In order to automate the PNN, a summation of the probability density functions in the output of its hidden layer was made. It takes the form of a matrix of probabilities \( (PM) \) representing the memberships of pixels \( x_k \) to the classes \( C_i \). This matrix will be used to calculate the Validity Index \( VId \) by varying the class number \( C \) in a \([C_{\text{min}} : C_{\text{max}}]\) (\( C_{\text{min}} \) and \( C_{\text{max}} \) denote the minimum and the maximum number of possible classes, respectively) defined by the user. When the validity index \( VId \) reaches its maximum value, we get the optimal number of classes that will be adopted for the classification process based also on PNN. To deal with this challenging task, the output of this PNN-based classification is a cluster map (Figure 3).

**Algorithm 1: Proposed CC segmentation method.**

Input: \( I, C_{\text{min}}, C_{\text{max}} \)

Output: \( M_{\text{CC}} \)

\( I' \leftarrow ADF(I) \)

for \( C = C_{\text{min}} : C_{\text{max}} \) do

\( Cl_{f1} \ldots Cl_{fN} \leftarrow \text{kmeans}(I', C) \)

end for

for \( H = 1 : N \) do

\( PM_H \leftarrow \text{PNN}(I', Cl_{HI}) \)

end for

Max \( \leftarrow 0 \)

for \( k = 1 : N \) do

if \( V_{\text{mep}}(PM_k) \geq \text{Max} \) then

Max \( \leftarrow V_{\text{mep}}(PM_k) \)

\( C^* \leftarrow k \)

end if

end for

ClusterMap \( \leftarrow \text{PNN}(I', C^*) \)

\( M_{\text{CC}} \leftarrow \text{Isolation}(\text{ClusterMap}) \)

\( \text{(a)} \)

\( \text{(b)} \)

Figure 3: Classification using PNN: (a) An input sagittal brain MRI. (b) Resulting cluster map generated by PNN.

In particular, we adopted the k-means method to obtain Gaussian functions centers in the hidden layer. In fact, in order to reduce the overlap of the centers, we used a spread that is equal to half of the minimum distance between the neighboring centers, in order to locally determine the widths of the radial basis functions. Indeed, the aim of clustering is to identify groups of similar pixels and thus discover an interesting distribution of model. The majority of clustering algorithms require knowledge of the right number of \( C^* \) classes to have an efficient classification. We are performing obliged to measure the performance of the
classification by using a validity criterion. This makes it possible to choose the optimal partition among all those obtained with the various plausible number of clusters. After a comparative study concerning cluster validity functions, we opted to use \( V_{mep} \) index (5) which is based on the maximum entropy principle (Ammor et al., 2008) which is an automatic approach that does not require any parameter settings.

\[
V_{ld} = V_{mep}(PM) = \frac{1}{k} \sum_{j=1}^{k} S_j + \ln(k), \quad (5)
\]

where, \( 1 \leq k \leq Cl_H \) and \( S_j = -\sum_{j \in Cl_H} PM_{ij} \ln(PM_{ij}) \).

The details of the proposed method for the automated PNN-based classification are summarized in Figure 4. Once the CC class is identified, a spatial-based filtering is applied in order to isolate the CC region. Thus, the output of the proposed method is a binary mask of the \( M_{CC} \) (0 for the background and 1 for the \( M_{CC} \)). Then, in order to define the CC contour, a follow-up algorithm applied on the border pixels of the CC region that are characterized by a maximum of the spatial gradient (Barhoumi et al., 2002).

\[
\begin{align*}
C_{\text{min}} & : \text{Input data} \\
K\text{-means} & : \text{Ch} \\
PNN & : \text{PM} \\
\text{Cluster Validity Index Computing} & : \text{C} \\
\text{PSN} & : \text{Cluster Map}
\end{align*}
\]

Figure 4: Outline of the proposed PNN-based classification.

4 EXPERIMENTAL RESULTS

For the evaluation of the proposed method, we used brain MRI scans from two datasets. On the one hand, we used the Open Access Series of Imaging Studies (OASIS) dataset, which is publicly available on www.oasis-brains.org. Each MR image within this dataset is composed of 128 slices with a resolution of \( 256 \times 256 \times 1 \text{ mm} \). This dataset includes a cross-sectional collection of 416 subjects with 420 MR images, such that the majority of images are sagittal sections, for men and women aged from 18 to 96 years.

The subjects are all right-handed and include individuals with early-stage Alzheimer’s Disease (AD). All images were acquired on a 1.5-T Vision scanner (Siemens) and using identical sequences in a single imaging session. It contains images qualified by a quality control since it excludes from the distribution of any image with severe artifacts. On the other hand, we used the MRI DICOM dataset of the head of a male professor, from the Radiology Department at the Macclesfield General Hospital, who is aged 52 years. The subject suffers from a small vertical strabismus (hypertropia), a misalignment of the eyes, which is visible in the dataset. The MRI scans within this dataset are T2 weighted turbo-spin-echo (T2W TSE) and T1 weighted Fast Field Echo (T1W FFE) with a resolution of \( 512 \times 512 \). It is worthy noting that these datasets offer different sections (Axial section, Coronal section, and Sagittal section) what allows to study several pathologies effectively. However, clinicians usually examine the form and/or the size of the CC by visually interpreting just the sagittal sections. Thus, we used these sections to obtain accurate results on the form of CC since they allow a better analysis and diagnosis of CC-related diseases.

4.1 Qualitative Evaluation

Figure 5 shows the visual assessment of the recorded results for a sample of challenging brain MRI scans, what confirms the accuracy of the proposed method for the CC segmentation. In fact, according to our collaborator clinician expert, the CC shape and thickness are well defined and the delineated CC area shows closely the four anatomical divisions of the CC, especially the critical ones, notably the rostrum and the splenium. Furthermore, the fornix is correctly removed from the CC area. Indeed, the obtained CC masks show a precise segmentation of CC within brain MRI scans, without penetrating the irrelevant neighboring structures. Note that, within the selected sample of MRI brain scans, the CC is extracted both on female (lines 1 and 3) and male (lines 2 and 4) subjects. It is also delineated on demented (line 2) as well as non-demented subjects. Moreover, the CC extraction was performed on important (line 3) and normal intracranial volume. Moreover, Figure 6 shows an example of an incorrect segmentation, while using a relevant method for the state of the art (Li et al., 2017), of the CC. In fact, while using this method, the neighboring tissues, whose have a similar intensity to the CC, were mis-segmented as a part of the CC. However, the proposed method has successfully solved this problem within this MRI example, by recording accurate results that separate the connected regions from CC.
Concerning the parameter tuning, it is important to notice that we set $C_{\text{min}}$ and $C_{\text{max}}$ to 2 and 8, respectively. This choice was motivated by the fact that this range is essential for good clustering performance as well as for the minimization of the execution time, since the MRI brain scans generally contain 4 to 6 anatomical classes.

### 4.2 Quantitative Evaluation

For the quantitative evaluation of the proposed method comparatively to other relevant methods from the state of the art, we used, as evaluation metrics, the accuracy, the sensitivity, the Dice coefficient, the specificity and the Jaccard similarity. The expressions of these standard metrics are defined in Table 1, where TP refers to the True Positive (image region correctly classified as CC), TN refers to the True Negative (image region which is correctly classified as background), FP refers to the False Positive (image region which is incorrectly classified as CC) and finally FN refers to the False Negative (image region which is incorrectly classified as background). We notice that we produced, for the first time, a very useful ground-truth for CC segmentation within the challenging widely used OASIS dataset. In fact, a profes-
Table 1: Evaluation metrics.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Expression</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>(\frac{TP+TN}{TP+FN+TN+FP})</td>
<td>It is presented as the rate of correctly classified items.</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>(\frac{TP}{TP+FP})</td>
<td>It refers to the proportion of positive items correctly classified.</td>
</tr>
<tr>
<td>Dice coefficient</td>
<td>(\frac{2TP}{2TP+FN+FP})</td>
<td>It is defined as a statistical measure that is used for comparing the similarity of two sample sets.</td>
</tr>
<tr>
<td>Specificity</td>
<td>(\frac{TN}{TN+FP})</td>
<td>It is the rate of negative items rightly identified.</td>
</tr>
<tr>
<td>Jaccard Similarity</td>
<td>(\frac{TN}{TP+TN+FP})</td>
<td>It measures similarity between two sample sets.</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of the proposed method comparatively to the other segmentation methods (Best value are on bold).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Jaccard Similarity</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Dice coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Li et al., 2017)</td>
<td>0.95 ± 0.09</td>
<td>—</td>
<td>0.84 ± 0.08</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(İçer, 2013)</td>
<td>0.983 ± 0.0072</td>
<td>0.966 ± 0.0083</td>
<td>0.966</td>
<td>0.97</td>
<td>—</td>
</tr>
<tr>
<td>(İçer, 2013)</td>
<td>0.97 ± 0.008</td>
<td>0.942 ± 0.0092</td>
<td>0.986</td>
<td>0.934</td>
<td>—</td>
</tr>
<tr>
<td>(Tang et al., 2016)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.91 ± 0.02</td>
</tr>
<tr>
<td>(Farhangi et al., 2016)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.99 ± 0.005</td>
<td>0.99 ± 0.004</td>
<td>0.94 ± 0.149</td>
<td>0.98 ± 0.13</td>
<td>0.99 ± 0.008</td>
</tr>
</tbody>
</table>

Girosional neurologist from Pasteur Institute of Tunis has been charged with manually drawing the CC regions from all images belonging to the OASIS dataset. Besides, we applied a post-processing in order to exclusively extract the CC area. Table 2 shows the recorded results, where we produce the obtained performances by presenting the mean value and the standard deviation of the used objective metric. In fact, we produced the recorded metric for the proposed method as well as for five relevant CC segmentation methods from the state of the art. The compared methods are: 'AMS – ACI – GAC' (Li et al., 2017); which combines Adaptive Mean Shift technique (AMS), Automated Initialization of CC Contour (ACI) and Geometric Active Contour model (GAC); Gaussian Mixture Model (GMM) (İçer, 2013), Fuzzy C-Means (FCM) (İçer, 2013), 'ISP into AC’ that is based on Incorporating Shape Prior (ISP) into Active Contours (AC) with a Sparse Linear Combination of Training Shapes (Tang et al., 2016), 'RT – JSFE’ that uses Robust Target-Localization (RTL) and Joint Supervised Feature Extraction and Prediction (JSFE) (Farhangi et al., 2016). It is clear that the proposed method records the best Jaccard similarity score (= 0.99 ± 0.004) comparatively to the compared methods. We can conclude that the proposed method localizes precisely and delimits robustly the CC (average of approximately 0.99 with 0.004 as standard deviation). This low standard deviation reflects a low dispersion of the analyzed values what it increases considerably the accuracy rate of the proposed method. Evenly, it reaches the best Dice coefficient, accuracy and specificity scores with 0.99 ± 0.008, 0.99 ± 0.005 and 0.98 ± 0.13, respectively. On the other hand, for sensitivity metric, the proposed method reaches good score and still better than AMS – ACI – GAC method. The decline of the proposed method performance according to this metric can be explained by the cause of the ground-truth which is manually drawing.

5 CONCLUSION

CC is the largest white matter structure and the biggest fiber tract within the human mind that it is responsible for the communication between the two cerebral hemispheres. The CC shape might be the cause of some diseases such as autism, epilepsy and Alzheimer. Thus, the segmentation of the CC from MRI images can be used to predict future cases of diseases or to unfold neurological patterns in the development of different diseases. To deal with these challenges, we introduced an unsupervised segmentation method, which is based on the automation of the PNN. This method has been extensively validated on two challenging standard datasets. Indeed, the proposed method achieved higher performance values than relevant methods from the state of the art. Indeed, with the suggested method, the Dice coefficient reached 99%, whereas specificity reached 98% and sensitivity reached 94%. Furthermore, the proposed method can be used to study the CC morphometry which is important in the diagnosis of many neurological diseases.
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