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Abstract: A condition is a constraint that determines when something holds. Mining them is paramount to understanding

many sentences properly. There are a few pattern-based approaches that fall short because the patterns must be

handcrafted and it is not easy to characterise unusual ways to express conditions; there is one machine-learning

approach that requires specific-purpose dictionaries, taxonomies, and heuristics, works on opinion sentences

only, and was evaluated on a small dataset with Japanese sentences on hotels. In this paper, we present an

encoder-decoder model to mine conditions that does not have any of the previous drawbacks and outperforms

the state of the art in terms of effectiveness.

1 INTRODUCTION

A condition describes the circumstances or factors

that must be met for something else to hold. Unfortu-

nately, current state-of-the-art text miners do not take

them into account, which may easily result in misin-

terpretations.

For instance, entity-relation extractors (Etzioni

et al., 2011; Mitchell et al., 2015) mine entities and

relations amongst them and return overviews that are

useful to make decisions. For instance, they return

("Acme Bank", "won’t merge", "Trust Bank") from

a sentence like "May the new law be approved

and Acme Bank won’t merge Trust Bank"; neg-

lecting the condition might lead a broker not to

recommend investing on Acme Bank regardless of

the status of the new law. Similarly, opinion mi-

ners (Ravi and Ravi, 2015; Schouten and Frasincar,

2016) analyse the opinions that people express in

social media, which is very useful for companies to

improve their products or to devise marketing cam-

paigns. For instance, they return {flash = -0.99,

lens = 0.55} from a sentence like "The flash’s hor-

rible indoors, but the lens is not bad for amateurs";

neglecting the conditions might result in a manufac-

turer not testing the flash appropriately or targeting

a campaign to the wrong customers. Analogously,

recommenders (Ravi and Ravi, 2015; Schouten and

Frasincar, 2016) seek to predict the interest of a

user in an item building on his or her previous se-

arches, purchase records, e-mail messages, and the

like. Unfortunately, they typically start recommen-

ding rent-a-car agents and flights to Australia when

they see a sentence like "I’ll rent a good car after

I book my flight to Australia", independently from

whether the user has already booked a flight or not.

The previous examples clearly motivate the need

for mining conditions, which has recently attrac-

ted the attention of some researchers. The nai-

vest approaches search for user-defined patterns that

build on connectives, verb tenses, and other com-

mon grammatical landmarks (Mausam et al., 2012;

Chikersal et al., 2015). Such a handcrafted appro-

ach may result in high precision, but falls short

regarding recall because condition connectives have

a long-tail distribution, which implies that there are

common conditions that do not fit common pat-

terns (see the previous examples). There is only

one machine-learning approach (Nakayama and Fu-

jii, 2015), but it must be customised with several

specific-purpose dictionaries, taxonomies, and heu-

ristics, mines conditions regarding opinions only,

and it was evaluated on a small dataset with 3155

Japanese sentences on hotels.

In this paper, we present an encoder-decoder

approach to mine conditions, which has already

proven to be useful in tasks that involve transfor-

ming a sequence into another, e.g., machine transla-

tion (Cho et al., 2014; Sutskever et al., 2014; Chen

et al., 2017), summarisation (Chopra et al., 2016;

Nallapati et al., 2016; Rush et al., 2015), or se-

quence labelling (Ma and Hovy, 2016; Zhai et al.,

2017; Zhu and Yu, 2017). Our proposal consists

in using two recurrent neural networks (Han et al.,
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2017), namely: the encoder, which encodes the in-

put sentence into a context vector, and the decoder,

which decodes the context vector into a sequence

of labels that help identify the words that consti-

tute a condition. This approach does not require

to provide any user-defined patterns, it does not re-

quire any specific-purpose dictionaries, taxonomies,

or heuristics, it can mine conditions in both fac-

tual and opinion sentences, and it relies on readily-

available components (a stemmer and a word em-

bedder). We have performed an experimental ana-

lysis on a dataset with 3790203 sentences on 15

common topics in English and Spanish; our results

prove that our approach beats the others in terms

of F1 score.

The rest of the paper is organised as fol-

lows: Section 2 reports on the related work;

Section 3 describes our proposal to mine conditi-

ons; Section 4 reports on our experimental analysis;

finally, Section 5 presents our conclusions.

2 RELATED WORK

(Narayanan et al., 2009) range amongst the first

authors who realised the problem with conditions

in the field of opinion mining. They devised a fe-

ature model that allowed them to machine-learn a

regressor that computes the polarity of a conditio-

nal sentence, but they did not report on a proposal

to mine the conditions. Recently, (Skeppstedt et al.,

2015) presented a proposal that helps identify con-

ditional sentences.

The naivest approaches to mining conditions

build on searching for user-defined patterns. (Mau-

sam et al., 2012) studied the problem in the field of

entity-relation extraction and suggested that conditi-

ons might be identified by locating adverbial clau-

ses whose first word is one of the sixteen one-

word condition connectives in English; unfortuna-

tely, they did not report on the effectiveness of

their approach to mining conditions, only on the

overall effectiveness of their proposal for entity-

relation extraction. Their system was updated re-

cently (Mausam, 2016), but their proposal to mine

conditions was not. (Chikersal et al., 2015) propo-

sed a similar, but simpler approach: they searched

for sequences of words in between connectives “if”,

“unless”, “until”, and “in case” and the first occur-

rence of “then” or a comma. Unfortunately, the

previous proposals are not good enough in practice

because handcrafting such patterns is not trivial and

the results fall short regarding recall.

The only existing machine-learning approach
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Figure 1: Encoder-decoder model.

was introduced by (Nakayama and Fujii, 2015),

who worked in the field of opinion mining. They

devised a model that is based on features that are

computed by means of a syntactic parser and a

semantic analyser. The former identifies so-called

bunsetus, which are Japanese syntactic units that

consists of one independent word and one or more

ancillary words, as well as their inter-dependencies;

the latter identifies opinion expressions, which re-

quires to provide some specific-purpose dictiona-

ries, taxonomies, and heuristics. They used Condi-

tional Random Fields and Support Vector Machines

to learn classifiers that make bunsetus that can be

considered conditions apart from the others. Un-

fortunately, their approach was only evaluated on

a small dataset with 3155 Japanese sentences re-

garding hotels and the best F1 score attained was

0.5830. As a conclusion, this proposal is not gene-

rally applicable.

The former approaches confirm that mining con-

ditions is an interesting research problem. Unfortu-

nately, they have many drawbacks that hinder their

general applicability. This motivated us to work on

a new approach that overcomes their weaknesses

and outperforms them by means of a sequence-

to-sequence model; our proposal only requires a

stemmer and a word embedder, which are readily-

available components.

3 MINING CONDITIONS

In this section, we describe our proposal to mine

conditions, which consists of an encoder-decoder

model that is based on recurrent and bi-directional

recurrent neural networks.
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Figure 1 sketches its architecture. The input

are sentences that are encoded as vectors of the

form (xm,xm−1, . . . ,x1), where each xi represents the

corresponding lowercased, stemmed word (term) in

the sentence (i ∈ [1,m],m ≥ 1); note that m must

be set a priori to a large enough length and that

padding must be used when analysing shorter sen-

tences. The input vectors are first fed into an em-

bedding layer that transforms each term into its

corresponding word embedding vector Ei, which

is assumed to preserve some similarity amongst

the vectors that correspond to semantically similar

terms (Ei ∈ R
t , where t denotes the dimensiona-

lity of the word embedding). In order to improve

efficiency without a significant impact on effective-

ness, we replaced numbers, email addresses, URLs,

and words whose frequency is equal or smaller than

five by class words "NUMBER", "EMAIL", "URL",

and "UNK", respectively. Note that the input vec-

tors encode the reversed input sentences because

(Sutskever et al., 2014) suggested that this appro-

ach works better with bi-directional recurrent neural

networks and does not have a negative impact on

regular recurrent neural networks. Furthermore, in

order to prevent over-fitting, we used drop-out regu-

larisations (Srivastava et al., 2014) and early stop-

ping (Caruana et al., 2000) when the loss did not

improve significatively after 10 epochs. We used

the Adam method (Kingma and Ba, 2014) with ba-

tch size 32 as the optimiser.

3.1 The Encoder

We decided to implement the encoder using a

single-layer neural network, for which we tried two

alternatives, namely: a recurrent neural network

(RNN) and a bi-directional recurrent neural net-

work (BiRNN). The reason is that these networks

are particularly well-suited to dealing with natural

language because of their inherent ability to process

varying-length inputs (even if they must be encoded

using fixed-sized vectors with padding, like in our

problem). The difference is that RNNs cannot take

future elements of the input into account, whereas

BiRNNs can.

Unfortunately, such networks suffer from the

so-called exploding and vanishing gradient pro-

blems (Bengio et al., 1994; Pascanu et al.,

2013). These problems can be addressed by using

long-short-term-memory units (LSTM) (Hochreiter

and Schmidhuber, 1997) or gated recurrent units

(GRU) (Han et al., 2017), which basically help con-

trol the data that is passed on to the next training

epoch. Our decision was to use GRU units because

they seem to be more efficient because they do not

have a separate memory cell like LSTM units.

Hereinafter, we refer to the alternative in which

we use an RNN with GRU units as GRU and to

the alternative in which we use a BiRNN with GRU

units as BiGRU. The encoder returns a context vec-

tor C that captures global semantic and syntactic

features of the input sentences. In the case of the

GRU alternative, it is computed as the output of

the last GRU unit, that is, C ∈ R
t ; in the case of

the BiGRU alternative, it is computed from the last

left-to-right GRU unit and the last right-to-left GRU

unit, that is, C ∈R
2 t .

3.2 The Decoder

We decided to implement the decoder as a recur-

rent neural network with four layers since our pre-

liminary experiments proved that this approach was

better than using a single layer. We implemented

two alternatives, too: one in which we used re-

current neural networks with gated recurrent units

(GRU) and another in which we used bi-directional

recurrent neural networks with gated recurrent units

(BiGRU).

The decoder gets a context vector as input for

each recurrent unit of the first layer. Then, it com-

putes an output vector D from each recurrent unit of

the last layer. Since the number of recurrent units

for each layer is m, the components of the output

vector D indicate whether the corresponding input

term belongs to a condition or not using the well-

known IOB classes, namely: I, which indicates that

a term is inside a condition, O, which indicates that

it is outside a condition, and B, which indicates that

it is the beginning of a condition. The individual

components of the output vector are then passed

onto a collection of perceptrons that compute the

output of our system as follows:

Ŷi = ϕ(W Di + b) (1)

where ϕ is an activation function, W is a weight

matrix, Di is the output of the decoder, and b is

a bias vector. Ŷi represents the probability distribu-

tion of the IOB classes as 3-dimensional vectors.

We decided to implement the activation function

using either the Softmax function or the Sigmoid

function, since the preliminary experiments that we

carried out proved that other choices resulted in

worse results.

To reconstruct the conditions from this output,

we simply take the class with the highest proba-

bility and then return all of the subsequences of

words in the original sentence that start with a term
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with class B that is followed by one, two or more

terms with class I.

4 EXPERIMENTAL ANALYSIS

In this section, we first describe our experimen-

tal setup, then comment on our results, and finally

present a statistical analysis.

4.1 Experimental Setup

We implemented our proposal1 with Python 3.5.4

and the following components: Snowball 1.2.1 to

stemmise words, Gensim 2.3.0 to compute word

embedders using a Word2Vec implementation, and

Keras 2.0.8 with Theano 1.0.0 for training our neu-

ral networks. We run our experiments on a virtual

computer that was equipped with one Intel Xeon

E5-2690 core at 2.60 GHz, 2 GiB of RAM, and an

Nvidia Tesla K10 GPU accelerator with 2 GK-104

GPUs at 745 MHz with 3.5 GiB of RAM each;

the operating system on top of which we run our

experiments was CentOS Linux 7.3.

We have not found a single record in the litera-

ture of a dataset with conditions, which motivated

us to create one.2 It consists of 3790203 senten-

ces in English and Spanish that were gathered from

the Web between April 2017 and May 2017. The

sentences were classified into 15 topics according

to their sources, namely: adults, baby care, beauty,

books, cameras, computers, films, headsets, hotels,

music, ovens, pets, phones, TV sets, and video ga-

mes. We examined roughly 23000 sentences and

labelled the position where the connectives start, the

position where they end, and the position where the

conditions end.

We evaluated our proposal on our dataset using

4-fold cross-validation. We set the length of the

input vectors to m = 100 because the analysis of

our dataset revealed that this threshold is enough to

deal with the immense majority of sentences that

we have found on the Web. We measured the stan-

dard performance measures, namely: precision, re-

call, and the F1 score. We used the proposals by

(Chikersal et al., 2015) and (Mausam et al., 2012)

as baselines. The proposal by (Nakayama and Fujii,

2015) was not taken into account because we could

not find an implementation, it is not clear whether

1The prototype is available at https://github.-
com/FernanOrtega/encoder-decoder.

2The dataset is available at https://www.-
kaggle.com/fogallego/reviews-with-conditions.

Table 1: Experimental results.
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it can be customised to deal with languages other

than Japanese, and the best F1 attained was 0.5830.

Regarding our proposal, we evaluated eight al-

ternatives that result from combining the two al-

ternatives to implement the encoder (GRU or Bi-

GRU), with the two alternatives to implement the

decoder (GRU or BiGRU), and the two alternatives

to implement the activation functions in the last

layer (Softmax and Sigmoid). We used Categorical

Cross-Entropy as the loss function, namely:

L(Y,Ŷ ) =−
1

m

m

∑
i

t

∑
j

Yi, jlog(Ŷi, j) (2)

where Y is the expected output vector for a given

sentence, Ŷ is the output computed by our system,

m is the size of the input vector, and t is the size

of the word embedding vectors.

4.2 Experimental Results

In Figure 2, we show the decay of the loss function

during training. Although it decays smoothly for

both functions and achieve low loss value, the Soft-

max activation function seems to decay faster than

the Sigmoid activation function.

Table 1 presents the results of our experiments,

where MB and CB refer to the baselines by (Mau-

sam et al., 2012) and (Chikersal et al., 2015), re-

spectively. The approaches that beat the best base-

line are highlighted in grey.

Although the baselines are naive approaches to

the problem, they attain relatively good precision;

the proposal by (Mausam et al., 2012) attains a

recall that is similar to its precision, but the propo-
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Figure 2: Loss error decay during training epochs.

Table 2: Statistical analysis.
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sal by (Chikersal et al., 2015) falls short regarding

recall. None of our approaches beat the baselines

regarding precision, but most of them beat the base-

lines regarding recall since they learn more complex

patterns thanks to the deep learning approach that

projects the input sentences onto a rich computer-

generated feature space. Note that the improvement

regarding recall is enough for the F1 score to im-

prove the baselines.

Regarding the activation function, precision is

better for most of our alternatives when the Soft-

max activation function is used, but all of our

alternatives attain similar results regarding recall

independently from the activation function. Fi-

nally, the best alternatives for English are GRU-

BiGRU when using Softmax and BiGRU-BiGRU

when using Sigmoid; the best alternatives for Spa-

nish are BiGRU-BiGRU when using Softmax and

GRU-BiGRU when using Sigmoid.

4.3 Statistical Analysis

To make a decision regarding which of the alterna-

tives performs the best, we used a stratified strategy

that builds on Hommel’s test.

In Tables 2.a and 2.b, we report on the results

of the statistical analysis regarding our proposal.

They show the rank of each approach, and then the

comparisons between the best one and the others;

for every comparison, we show the value of the

z statistic and its corresponding adjusted p-value.

In the case of the Softmax activation function, the

experimental results do not provide any evidences

that the best-ranked approach is different from the

others since the adjusted p-value is greater than the
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standard significance level α = 0.05 in every case.

In the case of the Sigmoid activation function, the

experimental results do not provide any evidences

that the best-ranked approach is different from the

second one since the adjusted p-value is greater

than the standard significance level; however, there

is enough evidence to prove that it is different from

the remaining ones since the adjusted p-value is

smaller than the significance level. So, we selected

the GRU-BiGRU alternative in both cases.

Next, we compared our best alternatives to the

baselines. The results of the comparison are shown

in Table 2.c, where the subindex denotes the activa-

tion function used. According to the statistical test,

there is not enough evidence in the experimental

data to make a difference between our proposals,

but there is enough evidence to prove that they

both are significantly better than the baselines.

5 CONCLUSIONS

We have motivated the need for mining conditi-

ons and we have presented a novel approach to the

problem. It relies on a encoder-decoder model as

a means to overcome the drawbacks that we have

found in other proposals, namely: it does not rely

on user-defined patterns, it does not require any

specific-purpose dictionaries, taxonomies, or heu-

ristics, and it can mine conditions in both factual

and opinion sentences. Furthermore it only needs

two components that are readily available, namely:

a stemmer and a word embedder. We have also per-

formed a comprehensive experimental analysis on a

large multi-topic dataset with 3779000 sentences in

English and Spanish that we make publicly availa-

ble. Our results confirm that our proposal is similar

to the state-of-the-art proposals in terms of preci-

sion, but it improves recall enough to beat them

in terms of the F1 score. We have backed up the

previous conclusions using sound statistical tests.
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