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Abstract: We propose a method that compensates the simultaneous orientation contrast in the visualization of superimposed textures. Such superposition plays a role in visualizations that overlay or enrich visual representations of data with additional information. Our compensation method extracts the direction and frequency within the input textures by using a Gabor filter bank. The foreground texture is then rotated to counterbalance the tilt illusion. The rotation angle is determined by a model that adopts results of previous studies that measured the influence of perceived contrast, direction, and frequency on the perceived tilt. The effectiveness of our method is demonstrated for artificial stimuli and a typical example of scientific flow visualization of multiple vector fields.

1 INTRODUCTION

Visualization is used to generate graphical representations of data that are more understandable than the source data in its original form. A multitude of different methods have been developed for a variety of application domains, for instance, in flow visualization to make the structure of vector fields visible, or in network visualization to show relationships between elements represented as node-link diagrams. Such visualizations often suffer from visual clutter that could, if not addressed properly, influence the perception and thereby the interpretation of visualized data. This is especially true when a post-processing step adds further information to an existing visualization by superimposition.

A specific example of such a visualization is the display of a first vector field through line integral convolution (LIC) and the overlay of arrow glyphs for a second vector field. Other examples of such overlays are points of interest and routing instructions on top of topological maps that help users to keep contextual awareness. In general, this concept is related to the topic of superimposing textures. In some cases, the method of overlaying textures may produce perceptually inconsistent results. It is even possible that optical illusions are created that falsify the visualization. In such scenarios, rendered graphics accurately depict the source data, but human perception introduces additional artifacts or distortions in addition to existing graphical features.

One illusion that is very likely to appear in many line-based visualizations is the tilt illusion. It results in the perception of rotated or bent lines instead of straight ones (Figure 1). It is difficult to quantify the effect for a general public, as it depends on viewing distance, frequencies in the stimulus, orientation between back- and foreground, as well as individual human learning.

With this paper, we want to increase awareness of such effects within the visualization community. It is a relevant topic because it can occur when overlaying textures or even in such simple cases where lines cross...
Figure 2: Example of a location-dependent compensation of the simultaneous orientation contrast (tilt illusion). The images illustrate a disk (foreground texture) that is superimposed over a background texture. Both the background texture and disk exhibit sinusoidal patterns. After the compensation, the disk in (a) appears no longer rotated in (b).

(Figure 1a). This is especially problematic when the direction has to be estimated correctly, e.g., graph visualizations that use partial links (Becker et al., 1995).

For the remainder of this paper, we focus on illusions caused by the simultaneous orientation contrast. We propose a method that allows us to compensate the tilt illusion in specific cases: it takes as input two superimposed textures and determines perceived directions and frequencies of these textures utilizing Gabor filters. Our method then compensates the tilt illusion by rotating the overlaid texture in the opposite orientation (Figure 2). We show examples of orientation contrast compensation for artificial stimuli and an application from scientific visualization that we mentioned earlier: flow visualization of two superimposed vector fields, one shown by LIC, the other one shown by arrow glyphs overlaid on top of the LIC image (see Figure 7). Our model is capable of performing a compensation for such stimuli, since it operates on position-dependent data. Therefore, it can be applied for, e.g., scientific visualizations with superimposed textures.

2 RELATED WORK

When it comes to creating visualizations, there are many factors that need to be considered, e.g., which graphical primitives or color encoding should be used. The visualization research community is very well aware of the importance of human visual perception in this context (Ware, 2012). In particular, there is previous work on the role of attention (Healey and Enns, 2012; Frintrop et al., 2010) and color (Zhou and Hansen, 2016) for visualization.

However, there is less prior work that would quantify the—possibly subtle—effects of the surrounding on the actual visualization. A typical example is the simultaneous contrast effect. Quite often this effect is considered for color or luminance contrasts. For example, the simultaneous color contrast has been considered in visualization techniques. This effect causes the same color to be perceived differently depending on its surrounding colors. Mittelstädt et al. (2014) developed an algorithm for the compensation of the simultaneous color contrast by optimization of perceived color. Here, the colors of a background and a foreground texture are adjusted in an iterative process. In each iteration, the background texture is evaluated based on a color appearance model (iCAM) and adjusted accordingly. In subsequent work, Mittelstädt and Keim (2015) extended the approach to account for interpersonal differences.

Another example is the compensation of perceived motion in animated visualizations by Weiskopf (2004). Differences in perceived speed are caused by suboptimal motion perception for (almost) isoluminant colors; and these differences are compensated by data acquired through time-consuming user calibration. However, we are not aware of any previous visualization work that would compensate the perceived direction of textures, which is the focus of our paper.

Researchers have studied the tilt illusion outside the visualization context. Goodenough et al. (1979) tackled it from the psychophysical side and tried to find the causes for errors in rod and frame tests. They found that eye torsion and illusionary self-tilt do not account for the total strength of the tilt-effect. In-
stead, they suggested that simultaneous orientation contrast is involved in the creation of errors in rod and frame tests. Westheimer (1990) analyzed the effects of distance, surrounding lines, time duration, and synchronicity on orientation contrast for lines.

Research by Nothdurft (1991) shows that even without overlaying images, orientation contrast can create the perception of segmentation in fields of lines. This might also be relevant for visualizations where fields of arrows are superimposed on LIC images, as in our example in Section 5. Depending on the difference on the perceived main direction of a background and a foreground texture, the texture on top could appear rotated and introduce areas of inconsistent flow directions. Schwartz et al. (2009) detected the patterns of tilt illusions in natural images with spatially limited search fields and measured the perceived tilt, but they did not perform any compensation. In other research, it was shown that the spatial frequency as well as the contrast has an influence of the perceived tilt bias. To this end, Georgeson (1973) reported the tilt bias for different spatial frequencies of foreground and background texture. Durant and Clifford (2006) studied the tilt effect by presenting foreground and background asynchronously, while also varying the contrast of both. Wei et al. (2013) modeled simple cells as Gabor patches and used them to identify line segments that seem to deform when lines are crossing, but no compensation was performed. Franceschiello et al. (2018) also used this model for simple cells to derive a model that specifically compensates Hering illusions.

In general, illusions, like the tilt illusion or illusionary contours, are caused in the first two layers (V1 and V2) in the visual cortex (Molotchnikoff and Rouat, 2012; Carter, 2014). It was shown that the receptive fields of so-called simple cells are involved, which detect edges by overlapping receptive fields and lateral inhibition. For our paper, we adopt previous work and experiments in texture perception and make them usable for visualization by deriving a computational model for orientation compensation of superimposed textures.

The superposition of visual elements, such as textures, plays an important role in visualization whenever there is more information to be shown than just on a single 2D plot. A typical example is the combination of two surface displays (Bair and House, 2007; Bair et al., 2009) or weaving of visual regions (Luboschik et al., 2010). We are particularly interested in the simultaneous display of multivariate or multiple 2D flows in a single image (Kirby et al., 1999; Urness et al., 2006). For this, the overlay of two textures is a useful and common approach since textures can show flow direction effectively. However, none of the above previous papers considered simultaneous contrast effects in orientation perception.

3 METHOD

In this section, the compensation process for the simultaneous orientation contrast is described in more detail. Our method relies on two textures as input: one texture is a designated background texture, while the other one is the foreground texture that is being superimposed in order to provide, e.g., additional information at designated locations. The locations of foreground textures are also an input for our method.

As depicted in Figure 3, the compensation process consists of three parts: (1) input texture analysis to retrieve characteristic values from the textures, (2) computation of the tilt angle model that estimates perceived orientation, and (3) the actual compensation of the tilt bias by means of foreground rotation.

3.1 Input Texture Analysis

First, input textures have to be analyzed to perform the compensation. Here, perceptually relevant characteristic values are retrieved from the input textures: direction, spatial frequency, and contrast. The contrast of the textures is defined as the difference between the brightest and darkest texture point. We use Gabor filters to retrieve frequency and direction information from the textures. These kinds of filters are commonly used to imitate the frequency and direction perception in the human visual system (Palmer, 1999). Neurons and their associated receptive fields in combination with lateral inhibition of neighboring neurons form a pattern that is similar to that of Gabor filters, which are generated by multiplying a 2D sinusoidal function with a 2D Gaussian function or a Hamming window. These filters are sensitive to the direction and frequency defined by a sinusoidal function.

Our computational model performs a convolution of the input texture with these Gabor filters. The filtering result highlights edges that have properties similar to those of the sinusoidal functions of the filters. For our implementation, we create a filter bank for directions between 0° and 179°, while the frequencies are set to 2i cycles per degree with i ∈ 0,...,5 (assuming a screen resolution of 1920 × 1200 and a viewing distance of 60 cm). This results in 1080 2D filter responses. A sampling of the direction in 1° steps was performed to ensure that possible maxima are not overlooked. Furthermore, the used tilt bias function
was also derived with the same sampling. We aggregate the scalar values of each such response to get a single number that represents the total strength of each filter. We used the default parameter for the spatial frequency bandwidth (1 octave) that determines the cutoff of the filter response as frequency content in the input image doubles compared to the preferred frequency. The default parameter is also used for the spatial aspect ratio (0.5), which controls the ellipticity of the Gaussian envelope. To make these representative scalar values comparable, they are normalized by the size of their corresponding filter. The minimum size of the filters was $53 \times 53$ pixels and the maximum size $209 \times 209$ pixels. Furthermore, to compute the dominant direction and frequency, we need to aggregate the previous results in two ways: we combine all filter responses for each direction and all values for each frequency. Figure 5 shows the result of such a filter process for the first case. We determine primary directions and frequencies based on the maxima of the normalized responses.

It is important to note that Gabor filtering leads to a spatially dependent computation of the characteristic values for the texture, i.e., angle, spatial frequency, and contrast are not necessarily constant for the texture but may vary from location to location. While many of the stimuli used in perception research may have constant characteristic values across the whole image, realistic examples from scientific visualization will usually be spatially dependent.

### 3.2 Tilt Angle Model

In the second part, these characteristic values are used to estimate the perceived angle tilt at the respective location, i.e., the characteristic values are accessed at the position where the foreground and background textures coincide.

To this end, we adopt findings from previous studies and models from vision research and cast them into a computable model. We determine an adjusted tilt bias angle $\tilde{\alpha}_{\text{bias}}$ by multiplying the original tilt bias angle $\alpha_{\text{bias}}$ with weights for the influence of the spatial frequency $\omega_{\text{frq}}$ and the contrast $\omega_{\text{cont}}$:

$$\tilde{\alpha}_{\text{bias}} = \alpha_{\text{bias}} \cdot \omega_{\text{frq}} \cdot \omega_{\text{cont}}$$

The values of $\alpha_{\text{bias}}$, $\omega_{\text{frq}}$, and $\omega_{\text{cont}}$ are computed by utilizing three functions that are based on previously conducted studies about the effects of the tilt bias with respect to differences of directions, frequencies, and contrasts. The first function approximates the original tilt bias angle. The directional bias is defined on the interval $[0; 180]$ and is based on experimental results of Schwartz et al. (2009).

We defined the other two functions piecewise and use them as weights for the influence of spatial frequency (Georgeson, 1973) and contrast (Durant and Clifford, 2006). Figure 4b shows how the influence of frequency is defined on $[-3; 0]$ and $[0; 2]$ separately. Weights for contrast are available for the input ranges $[-100; 0]$ and $[0; 100]$ (Figure 4c). They indicate that the difference of frequency or contrast of the foreground and background texture influence the effect of tilt bias.

The influence of spatial frequency differences between foreground and background textures has an exponential drop-off in both positive and negative directions. For contrast differences, on the other hand, the dependency of the weight function is approximately linear for positive and negative values. Note that only Georgeson (1973) conducted an experiment to explicitly measure the effect of spatial frequency, while Durant and Clifford (2006) were interested in the after effects of tilt illusions (delayed presentation of background or foreground texture). This included also the simultaneous presentation of both textures, resulting in four measurements that were used to approximate the contrast weight function. Effects of tilt bias under different conditions for artificial stimuli are depicted in Figure 6 (images in the top row).

### 3.3 Foreground Rotation

In the last part, $\tilde{\alpha}_{\text{bias}}$ is finally used to compensate for the tilt bias. We rotate the foreground texture around...
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(b) Responses of filters
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Figure 5: Result of applying a Gabor filter bank on a super-
imposed image (a). The plot (b) shows the responses of the
filters in tested direction for the foreground, background,
and superimposed image. Maxima indicate the main direc-
tions.
its center point by the opposite of the adjusted tilt bias
angle.
This approach works quite well as long as the
foreground object covers a rather small area so that
the spatial coincidence between foreground and back-
ground can be uniquely determined. Furthermore, a
small object may just be rotated as a whole with-
out further considerations to be made. We leave the
extension of our method to large foreground objects
for future work: it may have to include nonlinear de-
formations of the foreground texture to accommodate
spatially varying tilt angles.

4 ARTIFICIAL STIMULI
During the development and refinement of our com-
penstation method, we used a series of test images to
qualitatively rate the compensation. One series of test
images contained alternating black and white bars,
where both foreground and background texture had
a rectangular shape. Corners and edges of the fore-
ground textures might be useful for the visual sys-
tem to perform some kind of implicit compensation.
Hence, we used circular foreground textures in other
tests. Additionally, we employed sinusoidal functions
to generate striped textures. Related work often uses
such kinds of stimuli in the context of measuring the
tilt bias.

We went through several trial-and-error cycles to
detect and address problems with our preliminary
compensation model. The filter responses are one ex-
ample. At first, they were noisy and it was not pos-
sible to detect a maximum, since the sizes of filters
were not considered. Therefore, we introduced a nor-
malization of filter responses.

Initial tests with textures of the same contrast
and spatial frequency yielded good results. However,
the method produced an overcompensation when we
changed the spatial frequency between foreground
and background. As described in the previous sec-
tion, weighting the compensation by the differences
in spatial frequency addressed this issue. For the same
reasons, a weight for the contrast difference was in-
trduced. We were able to prevent overcompensation
with these countermeasures. Results of successful
compensations for simple cases are depicted in Fig-
ure 6 (images on the bottom).

The test stimuli used so far are based on frequen-
cies and local contrasts that are constant across the
image. To further demonstrate the effects of tilt bias
and the results of our compensation method, we cre-
ated images that contain a broad range of frequency,
direction, and local contrast changes by using a Jähne
test pattern (Jähne, 2004). In such images, the spa-
tial frequency increases continuously from the center
until reaching a defined maximum at the outer bor-
der. That makes the patterns point-symmetric and al-
lows for tests with a continuous range of directions.
So far, the stimuli have always been monochrome.
We continue without introducing color and calculate
the brightness of each point in the image using the
function \( g(x) = g_0 \sin \left( \frac{k_m |x|^2}{2r_m} \right) \cdot \left[ \frac{1}{2} \tanh \left( \frac{r_m - |x|}{\omega} \right) + \frac{1}{2} \right] \). 

Here, \( x \) is the vector offset from the image center, \( |x| \) is the distance from the image center, \( r_m \) is the maximum radius of the pattern in the image, and \( k_m \) specifies the maximum instantaneous frequency. Furthermore, \( \tanh \) can be seen as an approximation to a step function, where \( r_m \) is the location of the step and \( \omega \) is the width of the transition. The following parameters were used to generate the test patterns: \( k_m = \frac{\pi}{2} \), \( r_m = 400 \), and \( \omega = 40 \).

Figures 7 and 8 only use the lower half of the Jähne pattern, due to its symmetry. Arrows were placed on a radial line to demonstrate the effects of varying frequency and constant perceived direction of the background texture. Furthermore, by arranging arrows on circular paths, the impact of changing perceived direction of the background texture and a constant spatial frequency are shown. Figure 7a shows the original image where some arrows seem to be rotated by several degrees. This effect is compensated in Figure 7b.

5 MULTIFIELD FLOW VISUALIZATION

So far, our method was demonstrated only for artificial stimuli. In this section, results of a compensation for an example from scientific visualization are presented. In such a scenario, foreground textures might be glyphs or other small graphical elements that are superimposed over a background texture to provide additional localized information.

We discuss a specific, yet typical example from scientific flow visualization: the simultaneous plot of two 2D vector fields in a single image (Urness et al., 2006). One of the vector fields may be visualized by arrow glyphs that yield a coarse representation. A complementary visualization is chosen for the other vector field and shown as background texture. Here, we use a dense texture-based method in the form of line integral convolution (LIC) (Cabral and Leedom, 1993). This method allows us to visualize fine details of vector fields that might be hard to detect in the coarse grids of glyphs. For more background on texture-based flow visualization, we refer to the survey paper by Laramee et al. (2004).

In such an example use case, the simultaneous orientation contrast between the LIC background and the glyph foreground can result in a tilt illusion. Mis-
Figure 7: Arrows are superimposed on a Jähne test pattern. On the left side, for each arrow position, the frequency is changing and the direction of the background texture is constant. On the right side, arrows are arranged on two circles leading to a constant frequency and a varying direction. In a viewing distance of about 20 cm, some arrows seem to be tilted in (a). This effect is compensated in (b). In (b), eight arrows are rotated clockwise (minimum 0.51°, maximum 0.86°, and average 0.69°) and five arrows are rotated counterclockwise (minimum 0.36°, maximum 2.28°, and average 1.38°).

perceptions in the orientation of superimposed arrows can then lead to false readings of flow direction. Therefore, compensation is crucial for a correct interpretation of the vector fields. Figure 9a shows an example without compensation. Here, an analyst might have selected a region that is of interest and manually placed arrows. For this example, we assume that all glyphs should be perfectly horizontal. Tilt bias from orientation contrast creates the appearance of the lower three arrows going in slightly different directions, while the upper five are not affected. After compensation, all glyphs appear horizontal in Figure 9b. The proposed method works on each arrow individually, i.e., the glyphs are rotated against
Figure 8: Arrows are superimposed on a Jähne test pattern. They are arranged on two circles, leading to a constant frequency and a varying direction. When texture is rendered with color, the tilt effect is less pronounced than in Figure 7a.

the tilt angle derived at the respective location on the LIC background.

6 DISCUSSION

Our tests with different artificial stimuli show promising results and we were able to demonstrate that our method can be applied in realistic scenarios from flow visualization. However, there are a few topics that require further investigation to improve the compensation and to test its validity.

The first issue concerns the weight functions. Our frequency weight seems to be reliable, since it is based on the results of an experiment that specifically tested the effects of frequency on the tilt bias. This is not the case for the contrast weight. Here, we were only able to use four measurements of an experiment that measured the after effects of tilt illusions in the case of a simultaneous appearance of fore- and background texture. In both cases, it would be beneficial to verify the results of the frequency experiment and to improve the contrast weight function by conducting experiments with a more appropriate sampling of the parameter space.

We based our method on the tilt bias of Schwartz et al. (2009), who used measurements from Westheimer (1990). In this original work, the author conducted experiments using only vertically oriented stimuli, but states on page 1914 that “there is no reason to believe that the findings […] would not apply to other orientations”. However, viewing our test images vertically or horizontally can lead to the perception of varying degrees of the tilt illusion, depending on the observer. This suggests the existence of an additional parameter to the tilt effect and requires further investigation.

Another aspect that is not addressed yet is the impact of color on the tilt illusion. This was subject of previous research (Clifford et al., 2003a; Lovegrove and Over, 1973; Clifford et al., 2003b), where measurements were taken with respect to color signals (L, M, and S cone signals derived from RGB images) and luminance. Color contrast can reduce the tilt effect, as shown in Figure 8. Here, the tilt effect is weaker than in Figure 7a. In the best case, Equation 1 might simply be extended by additional weight terms for the influence of color. In the worst case, there could be dependencies between color, contrast, and frequency.
that would need to be modeled.

The next topic that could be of relevance is to incorporate Gestalt laws into the compensation process. For instance, horizontally aligned arrows on a virtual horizontal line are less influenced by the tilt bias according to our observations of initial tests. The human visual system relies on certain expectations or makes assumptions in the presence of geometric structures. This issue is even more pronounced for large foreground objects that may require nonlinear and spatially dependent deformations for tilt compensation.

A related topic is the estimation of the dominant frequency and direction. As described in Section 3, the maximum response for direction and frequency is currently utilized. However, Figure 5b shows that there might be several distinct local maxima that could be considered for compensation, in particular, for large textures.

7 CONCLUSION

In this paper, we addressed the topic of visual illusion effects; more specifically, the tilt illusion caused by simultaneous orientation contrast. It is a relevant topic within the field of visualization, as it can occur when overlaying textures or even in line renderings.

We have proposed an approach to compensate for the tilt illusion in case of superimposed textures. This is of practical relevance for visualization since superimposed textures are commonly used for multi-field and other overlaid visualizations. To perform the compensation, information about directions, frequencies, and contrast are extracted from the input images. Based on the results of prior experiments on the effects of the tilt illusion, we have approximated weight functions for frequency and contrast, which are used to avoid overcompensation. We demonstrate the results of our method for artificial stimuli and a realistic scenario from flow visualization.

In our example cases, the results are promising. However, a misinterpretation of the visualization is only prevented for specific stimuli, render sizes, viewing distances and subjects; all of which we cannot control. While someone looks at the digital version of this paper on a screen, someone else prints it with or without scaling, holds it nearer to the eyes while reading, etc. In short, there are still a number of topics that need to be addressed. One of them is that our efforts resulted in a compensation success that varies between each individual person. More work is needed to explore the effects of simultaneous orientation contrast. Our method might benefit from additional experiments to refine the weight functions, the incorporation of color or Gestalt laws, and, finally, the handling of secondary maxima in the weighting of perceived directions and frequencies.
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