Batik Classification using Texture Analysis and Multiclass Support Vector Machine
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Abstract: Batik is one of the cultural heritage has become an Indonesian identity and recognized by the Organization of Education, Science and Cultural Organization (UNESCO). Every region in Indonesia has very diverse batik motifs. There are 38 batik motifs based on the area of origin. It will be difficult to recognize each of these patterns while batik began to be liked by many local and foreign tourists. Therefore, a system is needed that can recognize every pattern of batik to facilitate people in recognizing batik motifs. Support Vector Machine (SVM) has excellent performance in classification and can also be used to recognize patterns of batik motif. We use the Gray Level Co-occurrence Matrix (GLCM) for feature extraction and SVM for batik classification. The result show that batik motif can be classified using SVM with 96% accuracy for two types of batik motifs, 88.89% for three types of batik motifs and 77.14% for four types of batik motifs.

1 INTRODUCTION
Batik is Indonesia’s cultural heritage that has been worldwide. Batik is a fabric with patterns, motifs, or certain themed images according to the philosophy that exist in the regions of Indonesia (Wulandari, 2012). Batik motif in Indonesia is very diverse because the Indonesian nation has a diversity of ethnic and cultures. Motif consists of elements proportion and composition. Indonesia has more than 181 batik motifs (Achjadi, 1999). The types of batik can be classified by method of manufacture, area of origin and motif.

![Figure 1: (a) Lereng Madura batik image, (b) Ceplok Indramayu batik image, (c) Sidomukti Yogyakarta batik Image.](image-url)

Some examples of batik motifs in Figure 1 are batik motifs based on area of origin. Batik motifs in Indonesia are difficult to differentiate because the amount are very diverse. To recognize batik motifs, a classification process is needed. Classification is used to recognize the characteristics of the objects contained in the database and classed into different class (Moertini & Sitohang, 2005). The process of batik classification is the division of the image of batik into the classes in accordance with the pattern of the motive, it makes more easily recognizable based on the pattern.

Texture classification can be done using texture analysis results. Texture analysis in the image is an observation about a characteristic in the image. To get the characteristics of the image be done by extracting the image feature that serves to take the features of each image. The feature extraction methods include Cardinal Spline Curve Representation (Fanani, Yuniarti, & Suciati, 2014), FPGA (Babasaheb et al., 2012), Gray Level Co-occurrence Matrix (GLCM) (Öztürk & Akdemir, 2018), Wavelet (Putra, Suciati, & Wijaya, 2011).

GLCM is a feature extraction method used to obtain features in the image by calculating the Angular Second Moment (ASM), contrast, Inverse Difference Moment (IDM), energy, correlation of co-occurrence matrix(Mohanaiah, Sathyarayana, & GuruKumar, 2013). Based on previous research used the GLCM method as feature extraction of brain tumor images for brain tumor classification (Zulpe & Pawar, 2012) and feature extraction of glaucoma images for the diagnosis of glaucoma (Karthikeyan...
Rengarajan, 2013). Feature extraction using the GLCM method has faster calculation and then GLCM used to recognize the pattern (Mohanaiah, Sathyanarayana, & Gurukumar, 2013).

Beside GLCM method, there is a Wavelet Transform method to use features extraction. Chen et al. (2002) have successfully classified breast tumors using feature extraction of Wavelet Transformation and ANN classification. In addition, Rangkuti (2014) has done research on batik classification using Discrete Wavelet Transform with duabechies 2 type, where a type of duabechies 2 is better than other types. Angelos Tzotos shows that the Support Vector Machine (SVM) is excellent for object-based image analysis (Tzotos & Argialas, 2008). SVM can only perform binary classification. However, currently, there is a multiclass SVM approach to solve many class classification problems. Multiclass SVM with ECOC approach has been implemented to diagnose the erythromotropic-squamous disease with high accuracy results (Prasetyo, 2014). Based on previous research, batik classification will be performed using feature extraction with GLCM and feature extraction results with DWT where classification using multiclass SVM.

2 LITERATURE REVIEW

2.1 Batik

The batik is a fabric patterned / special motif made by applying a Malam on the fabric and processed by a particular process (Musman & Arini, 2011). The types of batik can be classified based on the method of manufacture, origin area, and motif (Wulandari, 2012). Batik motif is formed from point, line, and the plane then becomes an abstract pattern, natural (natural), geometric and another pattern. Each pattern of batik has its own philosophical meaning. This makes batik as a craft that has high artistic value. Sometimes, some motifs are designed for important events such as engagements, weddings party, uniforms, etc.

2.2 Gray Level Co-occurrence Matrix (GLCM)

Gray Level Co-occurrence Matrix (GLCM) is a feature extraction method that uses second-order grey level histogram (Embaugh, 2017). Capture features based on two parameters, that is distance and angle. Distance is the pixel difference used for second-order statistics, an angle formed between pixel pairs. In the GLCM method, angle orientation is expressed in degrees. The angular orientation is divided into 4 different angle directions with the 45° interval, which is 0°, 45°, 90°, 135° (Shi & Jeon, 2006). Co-occurrence direction can be seen in Figure 2. Let \( f(x, y) \) represent images of size \( Nx \) and \( Ny \) that have pixels with \( L \) levels and \( r \) is the direction vector of spatial offset. GLCM \((i, j)\) defined by the number of pixels \( (j) \) occurring at offset \( r \) to pixel \( (i) \) which can be expressed as follows

\[
\text{GLCM}(i,j) = \{(x_1, y_1), (x_2, y_2)\}
\]

where the offset \( r \) can be an angle or distance, \( i \in 1, 2, \ldots, L \) and \( j \in 1, 2, \ldots, L \). A co-occurrence matrix is used to get the feature from the image. Harlick’s suggested features include both angle (ASM) moments, contrast, inverse difference moment (IDM), energy, correlation (Mohanaiah, Sathyanarayana, & GuruKumar, 2013).

![Figure 2: Co-occurrence Matrix direction for extracting texture features.](image)

2.2.1 Angular Second Moment (ASM)

ASM is also known as uniformity ASM is related to energy, where energy is the sum of squares of second moment GLCM (Suresh, 2012). The highest value is achieved when the image has excellent homogeneity when the GLCM elements are all the same (Mohanaiah, Sathyanarayana, & Gurukumar, 2013). ASM is calculated using the following formula (2). Range energy value between [0,1].

\[
\text{ASM} = \sum_i \sum_j (\text{GLCM}(i,j))^2
\]

where \( \text{GLCM}(i,j) \) is matriks co-occurrence, \( i \in 1, 2, \ldots, L \) and \( j \in 1, 2, \ldots, L \).

2.2.2 Contrast

Contrast is a measure of the presence of variations in the pixel grey level of the image. Contrast is calculated using the following formula (3).
2.2.3 Inverse Difference Moment (IDM)

IDM is a local homogeneity. IDM has a high value when the same local gray level and the inverse of the high GLCM. IDM is obtained from the following formula (4).

\[
IDM = \sum_i \sum_j \frac{GLCM(i, j)}{1 + (i,j)^2}.
\]  

2.2.4 Entropy

Entropy is a measure of the randomness of the gray in the image. Entropy reaches the highest value when GLCM elements have relatively equal amounts and have a low cost when the GLCM elements are close to 0 or 1. Entropy is calculated using the following formula (5) (Thamarichelvi & Yamuna, 2016).

\[
Entropy = -\sum_i \sum_j GLCM(i, j) \log GLCM(i, j).
\]

2.2.5 Correlation

Correlation is used to calculate the gray linear dependence of the neighboring pixel. To obtain correlation values can use the following formula (6).

\[
Correlation = \frac{\sum_i \sum_j (i, j) GLCM(i, j) - \mu_i \mu_j}{\sigma_i \sigma_j}.
\]

where:

\[
\mu_i = \sum_i \sum_j GLCM(i, j),
\]

\[
\mu_j = \sum_j \sum_i GLCM(i, j),
\]

\[
\sigma_i = \sum_i (i - \mu_i)^2 \sum_j GLCM(i, j),
\]

\[
\sigma_j = \sum_j (j - \mu_j)^2 \sum_i GLCM(i, j).
\]

2.3 Discrete Wavelet Transform

Wavelet Transform method is very influential in the field of signal analysis, especially in analysis and image compression. Wavelet is a dangerous method of image and video compression because has proessive character in reconstruction. The wavelet transform is divided into two versions, there are Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform (DWT). From the perspective of computing, the DWT method better than the CWT method (Embaugh, 2017). DWT method works multireasonally and provides information about the frequency and timing of the signal. In DWT-2D image processing used wavelet filter horizontally then vertically to produce four sub-bands that contain wavelet coefficient value. The type of wavelet filter is the Low Pass Filter (LPF) and High Pass Filter (HPF) that evolved from the mother wavelet. Wavelets develop into several types, there are haar / db1, daubchies (db2,3,4 .., n), symlets, coiffets, discrete major, and bioerthogonal (Jayaraman, Esakkirajan, & Veerakuma, 2011). Here’s the filtering scheme shown by Figure 3.

![Figure 3: Decomposition level 2.](image)
Energy = \sum_{i,j} p(i,j)^2, \quad (11)

Entropy = - \sum_{i,j} p(i,j) \log p(i,j), \quad (12)

Standard Deviation = \frac{1}{n-1} \sum_{i,j} (x_{i,j} - \bar{x})^2, \quad (13)

Mean = \frac{\sum_{i,j} p(i,j)}{n}. \quad (14)

2.4 Support Vector Machine

SVM is a binary classification method by dividing two different classes using the best hyperplane (He, Wang, Jin, Zheng, & Xue, 2012). But in the real world problems are often classified into more than two classes. To resolve these problems can use SVM multiclass approach. There are two types of data sets that can be classified using SVM, there are linear data and non-linear data.

In linear SVM, two different classes are separated by the best divisor function (hyperplane). Hyperplane best obtained from the most optimal margin. While the non-linear data used kernel trick that can map the training data into a feature vector that has a higher dimension. There are several kernels that can be used such as linear kernels, polynomial kernels, and Gaussian kernels (Shigeo, 2010). Below are some kernel formulas:

a. Linear Kernel

\[ K(x, x') = x \cdot x' \]

b. Polynomial Kernel

\[ K(x, x') = (x \cdot x' + 1)^d \]

c. Gaussian Kernel

\[ K(x, x') = \exp\left( -\frac{||x \cdot x'||^2}{2\sigma^2} \right) \]

where \( x \cdot x' \) is a pair of two data from all parts of the training data, parameter \( \sigma \) dan \( d \) is a constant.

2.4.1 Binary Classification

Two-class classification is done by dividing the data into two different classes using hyperplane best. Hyperplane best obtained from the most optimal margin. The margin is the distance between the hyperplane with the closest data to the hyperplane of each class. The data is called a support vector.

2.4.2 Multiclass Classification

Multiclass SVM is used to solve classification problems of more than two classes. There are three multiclass approaches, which is one-against-one, one-against-one and ECOC approaches (Prasetyo, 2014). The one-against-all approach, making binary classifiers as much as \( K \) is then trained to separate the \( y_i \), class vector from the others, for each \( y_i \in Y \). Then each data object is classified into the class where the greatest decision value is determined (Chih-Wei Hsu, 2002). The second approach, which is one-against-one with classification binary form as \( K(K-1)/2 \). The vectors are not the member of the class \( y_i \) or \( y_j \) are ignored when the formation of a binary classifier \( (y_i, y_j) \). The last approach, the ECOC approach works by providing a string of bits called codewords of length \( n \), where \( n \) denotes the number of classes. Then created a binary classification of into predict every bit codeword. To calculate the predicted result, look for the closest distance between the codeword and the classifier by using the Hamming distance (Prasetyo, 2014).

3 METHODS

Stages of batik classification using the result of texture analysis with SVM multiclass classification method shown in Figure 3. Some stages of batik classification are, datasets, preprocessing, feature extraction, and classifiers: the first stage, data collection batik image. The data is divided into two groups which is training data and testing data. The information is stored in one file with the format .jpg.

The second stage, which will be pre-processing for all data by changing all the image of batik into gray scales that when extracting features does not get the effect of RGB / HSV colors. The third stage is feature extraction. In this research, used two feature extraction methods, there are Gray Level Co-occurrence Matrix (GLCM) and Discrete Wavelet Transform (DWT). For the GLCM method with a default degree orientation or 0 degrees and a distance of 1 pixel can be calculated the frequency of gray pairs appears between pixels in the direction and distance that has been determined. After kookuren matrix formed can be calculated statistical characteristics of the image that is energy, in contrast, homogeneity, correlation using Equations (2), (3), (4), (6). While the DWT method using Daubechies 2 level 3 can be calculated several statistical characteristics there are energy, entropy, standard
deviation, and mean using Equation (11), (12), (13) and (14). The feature will be used for classification stages. In the classification process used the multi mile SVM method with the ecoc approach. The stages in the multiclass SVM classification determines the characteristic parameter, select the kernel that fits the data, training data, and the test data to obtain classification results. In this research using Gaussian Kernel, The Gaussian Kernel was obtained through Equation (9). The data will be divided into two, three and four classes.

Figure 4: Flowchart Batik Classification.

4 RESULTS AND DISCUSSION

In this research, batik will be classified into two classes which is Parang and Nitik, three classes there are Parang, Nitik, and Semen, four classes there are Parang, Nitik, Semen and Buketan. The process of batik classification uses the GLCM and DWT methods for feature extraction and the SVM Multiclass with the ECOC approach to the classification process.

Before the feature extraction, pre-processing is required. In pre-processing, color images (RGB) are converted into grayscale images. This process is used to simplify the image model so that when extracting features does not get the effect of RGB / HSV colors. Image changes to grayscale images shown in Figure 5.

After obtaining a grayscale image, the next step is the feature extraction process. Feature extraction is used to get statistical features in the picture. There are two feature extraction methods used are GLCM and DWT. In this study using the GLCM method with an orientation of 0 degrees and a distance of 1 pixel.

After determining the direction, then make the co-occurrence matrix using Equation (1). From the matrix can be calculated statistical characteristics, there are energy, contrast, homogeneity and correlation using Equation (2), (3), (4) and (6). The samples from feature extraction using GLCM are shown in Table 1.

While the DWT method using duabechies 2 level 3. From the wavelet decomposition only from the approximation, coefficients can be calculated statistical features which is mean, standard deviation, energy and entropy using Equations (11), (12), (13), (14). The samples from feature extraction using DWT are shown in and Table 2.
Table 1: Sample data feature extraction result using GLCM.

<table>
<thead>
<tr>
<th>Data</th>
<th>Contrast</th>
<th>Corelation</th>
<th>Energy</th>
<th>Homogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.32750</td>
<td>0.55703</td>
<td>0.07465</td>
<td>0.59638</td>
</tr>
<tr>
<td>2</td>
<td>1.78760</td>
<td>0.73334</td>
<td>0.06928</td>
<td>0.67667</td>
</tr>
<tr>
<td>3</td>
<td>1.83738</td>
<td>0.68679</td>
<td>0.11120</td>
<td>0.65869</td>
</tr>
<tr>
<td>4</td>
<td>2.07442</td>
<td>0.75875</td>
<td>0.08655</td>
<td>0.66997</td>
</tr>
<tr>
<td>5</td>
<td>2.34345</td>
<td>0.59124</td>
<td>0.05418</td>
<td>0.6244</td>
</tr>
<tr>
<td>6</td>
<td>0.28138</td>
<td>0.93332</td>
<td>0.10911</td>
<td>0.86300</td>
</tr>
<tr>
<td>7</td>
<td>1.56753</td>
<td>0.81615</td>
<td>0.11668</td>
<td>0.69613</td>
</tr>
<tr>
<td>8</td>
<td>1.42406</td>
<td>0.82779</td>
<td>0.11793</td>
<td>0.71025</td>
</tr>
<tr>
<td>9</td>
<td>5.17642</td>
<td>0.42063</td>
<td>0.02992</td>
<td>0.50094</td>
</tr>
<tr>
<td>10</td>
<td>0.66446</td>
<td>0.930196</td>
<td>0.08059</td>
<td>0.775365</td>
</tr>
</tbody>
</table>

Table 2: Sample data feature extraction result using DWT.

<table>
<thead>
<tr>
<th>Data</th>
<th>Energy</th>
<th>Entropy</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6538</td>
<td>-1.6E+08</td>
<td>-0.11388</td>
<td>4.200617</td>
</tr>
<tr>
<td>2</td>
<td>2.67966</td>
<td>-7.4E+08</td>
<td>-0.06686</td>
<td>5.263958</td>
</tr>
<tr>
<td>3</td>
<td>1.06521</td>
<td>-2.2E+08</td>
<td>-0.26316</td>
<td>3.304194</td>
</tr>
<tr>
<td>4</td>
<td>0.7446</td>
<td>-1.2E+08</td>
<td>0.04548</td>
<td>5.188262</td>
</tr>
<tr>
<td>5</td>
<td>4.02238</td>
<td>-5.1E+08</td>
<td>0.252135</td>
<td>5.116634</td>
</tr>
<tr>
<td>6</td>
<td>4.22896</td>
<td>-4.5E+08</td>
<td>0.037634</td>
<td>4.344027</td>
</tr>
<tr>
<td>7</td>
<td>0.31044</td>
<td>-1.8E+07</td>
<td>0.003963</td>
<td>1.700911</td>
</tr>
<tr>
<td>8</td>
<td>2.6412</td>
<td>-1.7E+08</td>
<td>-0.12314</td>
<td>3.307191</td>
</tr>
<tr>
<td>9</td>
<td>0.61473</td>
<td>-1.9E+08</td>
<td>-0.0126</td>
<td>3.976344</td>
</tr>
<tr>
<td>10</td>
<td>2.85036</td>
<td>-8.9E+08</td>
<td>-0.26698</td>
<td>7.125455</td>
</tr>
</tbody>
</table>

These features are used as parameters in the classification. There are two processes in the classification, the training process, and the testing process. The ratio of training data and testing data used were 70%:30%, 75%:25%, and 80%:20%. The classification process uses the ECOC Multiclass SVM approach with the Gaussian Kernel. SVM multiclass classifier performance is measured using three measure of performance is the accuracy, precision, and recall. The result of an experiment with four different types of data sharing between the two methods stated in Table 3, Table 4 and Table 5.

Table 3: The results of the two-class classification.

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>70%</td>
<td>GLCM</td>
<td>92.3%</td>
<td>91.87%</td>
<td>91.87%</td>
</tr>
<tr>
<td>30%</td>
<td>DWT</td>
<td>73.05%</td>
<td>84.78%</td>
<td>65%</td>
</tr>
<tr>
<td>75%</td>
<td>GLCM</td>
<td>96%</td>
<td>95%</td>
<td>96.88%</td>
</tr>
<tr>
<td>25%</td>
<td>DWT</td>
<td>76%</td>
<td>86.36%</td>
<td>66.67%</td>
</tr>
<tr>
<td>80%</td>
<td>GLCM</td>
<td>91.3%</td>
<td>88.89%</td>
<td>93.75%</td>
</tr>
<tr>
<td>20%</td>
<td>DWT</td>
<td>78.26%</td>
<td>88.1%</td>
<td>64.29%</td>
</tr>
</tbody>
</table>

Table 4: The results of the three-class classification.

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>Akurasi</th>
<th>Presisi</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>70%</td>
<td>GLCM</td>
<td>86.67%</td>
<td>84.04%</td>
<td>82.92%</td>
</tr>
<tr>
<td>30%</td>
<td>DWT</td>
<td>63.33%</td>
<td>46.33%</td>
<td>43.33%</td>
</tr>
<tr>
<td>75%</td>
<td>GLCM</td>
<td>88.89%</td>
<td>90.51%</td>
<td>82.64%</td>
</tr>
<tr>
<td>25%</td>
<td>DWT</td>
<td>66.67%</td>
<td>43.81%</td>
<td>43.75%</td>
</tr>
<tr>
<td>80%</td>
<td>GLCM</td>
<td>88.46%</td>
<td>89.58%</td>
<td>82.04%</td>
</tr>
<tr>
<td>20%</td>
<td>DWT</td>
<td>67.86%</td>
<td>43.13%</td>
<td>47.62%</td>
</tr>
</tbody>
</table>

Table 5: The results of the four-class classification.

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>Akurasi</th>
<th>Presisi</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>70%</td>
<td>GLCM</td>
<td>77.14%</td>
<td>82.50%</td>
<td>62.12%</td>
</tr>
<tr>
<td>30%</td>
<td>DWT</td>
<td>42.85%</td>
<td>27.78%</td>
<td>30.97%</td>
</tr>
<tr>
<td>75%</td>
<td>GLCM</td>
<td>75.00%</td>
<td>75.00%</td>
<td>67.19%</td>
</tr>
<tr>
<td>25%</td>
<td>DWT</td>
<td>53.13%</td>
<td>39.44%</td>
<td>34.90%</td>
</tr>
<tr>
<td>80%</td>
<td>GLCM</td>
<td>74.19%</td>
<td>77.03%</td>
<td>62.96%</td>
</tr>
<tr>
<td>20%</td>
<td>DWT</td>
<td>58.06%</td>
<td>46.18%</td>
<td>38.91%</td>
</tr>
</tbody>
</table>

Based on Table 3, the classification of batik into two-classes using GLCM based on the distribution of data sets shows the best results in 75%:25% with 96% accuracy, precision 95%, and 96.88% recall. From the experiments show that the GLCM method is perfect for recognizing each class. While the classification of batik using DWT showed the best results on the distribution of data sets 80%:20% with an accuracy of 78.26%, precision of 88.1% and recall of 64.29%.

From the experiment shows that the DWT method can only recognize one class.

Based on Table 4, the classification of batik into three-classes using GLCM based on the distribution of data sets shows the best results in 75%:25% with an accuracy of 88.89%, precision of 90.51%, and recall of 82.64%. The experiment shows that the GLCM method is good for recognizing each class. While the classification of batik using DWT showed the best results on the distribution of data sets 80%:20% with an accuracy of 67.86%, precision of 43.13%, and recall 47.62%. The experiment shows that the DWT method is good enough for recognizing each class.

Based on Table 5, the classification of batik into four-classes using GLCM based on the distribution of data sets shows the best results in 70%:30% with an accuracy of 77.14%, precision of 82.50% and recall of 62.12%. The experiment shows that the GLCM method is good enough to recognize each class. While the classification of batik using DWT showed the best results on the distribution of data sets 80%:20% with an accuracy of 58.06%, precision of 46.18% and recall of 38.91%.
5 CONCLUSIONS

Based on the experiment that has been performed, batik classification into two classes and three classes get the best results when using GLCM feature extraction method with an accuracy of 96% for two type of batik motifs, accuracy of 88.89% for three kinds of batik motifs and accuracy of 77.14% for four kinds of batik motifs. This indicates that the feature extraction using GLCM method is better than the DWT method to recognize batik pattern based on the pattern.
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