A Class of Three-step Root-solvers with Order of Convergence Five for Nonlinear Equations
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Abstract: The root-finding problem of a univariate nonlinear equation is a fundamental and long-studied problem, and it has wide applications in mathematics and engineering computation. In this paper, a class of modified Newton-type methods for solving nonlinear equations is brought forward. Analytical discussions are reported and the theoretical efficiency of the method is studied. The proposed algorithm requires two evaluations of the functions and two evaluations of derivatives at each iteration. Therefore the efficiency indices of it is 1.4953. Hence, the index of the proposed algorithm is better than that of classical Newton’s method 1.4142. The proposed algorithm in this paper is free from second derivatives. Some numerical results are finally provided to support the theoretical discussions of the proposed method.

1 INTRODUCTION

One of the most important questions in mathematics is how to find a solution of the nonlinear equation

\[ f(x) = 0, \]

where \( f: D \subseteq \mathbb{R} \rightarrow \mathbb{R} \) for an open interval \( D \) has sufficient number of continuous derivatives in a neighborhood of the root \( \alpha \). Solving nonlinear equations is a classical problem which has interesting applications in various branches of science, and engineering computation. The nonlinear equations play an important role in many fields of science, and many numerical methods are developed. In this paper, we apply iterative method to find a simple root \( \alpha \) of the above problem.

It is well known that Newton's method (NM for simplicity) is one of the most important and famous methods for computing approximations \( \alpha \) by the following iterative scheme \([5]\)

\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)}, \quad (1) \]

The Newton’s method converges quadratically in some neighborhood of \( \alpha \) for some appropriate start value \( x_0 \). The main advantage of this method is that the computation of the second derivative not required.

In the past decades, much attention has been paid to develop iterative methods for solving nonlinear equations, and a large number of researchers try to improve Newton's method in order to get a method with a higher order of convergence and more accuracy in open literatures, see for example \([1-18]\) and the references therein for more details.

For example, the algorithm defined by

\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)}, \quad (2) \]

\[ x_{n+1} = y_n - \frac{3f'(x_n)^2 + f'(y_n)^2 - f(x_n)}{2f'(y_n)f'(y_n) + 2f'(y_n)^2 f'(x_n)} \quad (3) \]

is fifth-order convergent, and it satisfies the following error equation

\[ e_{n+1} = \frac{1}{2} c_2^2 (6c_2^2 - c_3) e_n^5 + O(e_n^6). \]

The following fifth-order convergent iterative scheme
\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)} \]

\[ x_{n+1} = y_n - \frac{3f'(x_n) + f'(y_n)}{f'(x_n) + 5f'(y_n)} f'(x_n) \]

satisfies error equation

\[ e_{n+1} = \frac{1}{2} c_2^2 (3c_2^2 - 2c_3)^5 + O(e_n^6). \]

Motivated and inspired by the ongoing activities in the direction, in this paper, to improve the local order of convergence properties, we present a class of modified Newton-type iterative method for solving nonlinear equations.

Based on above two efficient five-order convergent methods, in this paper, we construct a new iteration formula by introducing a real parameter \( \lambda \) \((0 \leq \lambda \leq 1)\). The order of convergence of the proposed method is five, and it does not depend on the parameter \( \lambda \).

The proposed algorithm in this paper is free from second derivatives. At each iteration, it requires two evaluations of the functions and two evaluations of derivatives. Some numerical results are given to illustrate the advantage and effectiveness of the methods.

The rest of the paper is organized as follows: in Section 2 we describe a class of modified Newton-type iterative methods and analyze its convergence. Different numerical test confirm the theoretical results and allow us to compare our new method with some other known methods in Section 3. Finally, the conclusions are given in Section 4.

## 2 A CLASS OF MODIFIED NEWTON-TYPE ITERATIVE METHODS AND CONVERGENCE ANALYSIS

Now, we consider the following iterative scheme.

Algorithm 1. For given \( x_0 \), we consider the following iteration method for solving nonlinear equation

\[ y_n = x_n - \frac{f(x_n)}{f'(x_n)} \]

\[ x_{n+1} = y_n - \frac{3f'(x_n) + f'(y_n) + f'(x_n) f'(y_n)}{f'(x_n) + 5f'(y_n)} f'(x_n) \]

where \( \lambda \) \((0 \leq \lambda \leq 1)\) is a real parameter.

For Algorithm 1, we have the following convergence result.

**THEOREM 1.** Assume that the function \( f : D \subseteq \mathbb{R} \rightarrow \mathbb{R} \) has a single root \( \alpha \in D \), where \( D \) is an open interval. If \( f(x) \) has first, second and third derivatives in the interval \( D \), then Algorithm 1 defined by (6)-(7) is fifth-order convergent in a neighborhood of \( \alpha \) and it satisfies the following error equation

\[ e_{n+1} = \frac{1}{2} c_2^2 \left[ 3(\lambda + 1)c_2^2 - 2c_3 \right] e_n^5 + O(e_n^6), \]

where

\[ e_n = x_n - \alpha, \]

\[ c_k = \frac{f^{(k)}(\alpha)}{k! f'(\alpha)}, \quad k = 1, 2, \ldots \]

Proof. Let \( \alpha \) be the simple root of \( f(x) \), and

\[ e_n = x_n - \alpha, \]

\[ c_k = \frac{f^{(k)}(\alpha)}{k! f'(\alpha)}, \quad k = 1, 2, \ldots. \]

Consider the iteration function \( F(x) \) defined by

\[ F(x) = y(x) - \frac{3f'(x)^2 + f'(y(x))^2}{2f'(x) f'(y(x)) + 2f'(y(x))^2} + (1-\lambda) \frac{3f'(x) + f'(y(x))}{f'(x) + 5f'(y(x))} \]

\[ \frac{f(y(x))}{f'(x)} \]

\[ (11) \]
where
\[ y(x) = x - \frac{f(x)}{f'(x)}. \tag{12} \]

By some computations using Maple we can obtain
\[ F(\alpha) = \alpha, \tag{13} \]
\[ F^{(i)}(\alpha) = 0, i = 1, 2, 3, 4, \quad \text{Furthermore, from the Taylor expansion of } F(x_n) \text{ at } \alpha, \text{ we have} \]
\[ x_{n+1} = F(x_n) = F(\alpha) + \frac{1}{2} \sum_{k=1}^{5} \frac{F^{(k)}(\alpha)}{k!} (x_n - \alpha)^k + O((x_n - \alpha)^6). \tag{14} \]

Substituting (13) into (14) yields
\[ x_{n+1} = \alpha + e_{n+1} \]
\[ = \alpha + \frac{1}{2} c_2^2 \left[ 3(\lambda + 1) c_2^2 - 2 c_3 \right] e_n^5 + O(e_n^6). \]

Therefore, we have the error expression of the algorithm
\[ e_{n+1} = \frac{1}{2} c_2^2 \left[ 3(\lambda + 1) c_2^2 - 2 c_3 \right] e_n^5 + O(e_n^6), \]

which means the order of convergence of the Algorithm 1 is five. The proof is completed.

### 3 NUMERICAL RESULTS

This section is devoted to checking the effectiveness and efficiency of our proposed method Algorithm 1 with NM, and PPM method defined by
\[ x_{n+1} = x_n - \frac{f(x_n) + f(y_n)}{f'(x_n)} \tag{15} \]
which is third-order convergent with efficiency index 1.4422.

Table 1 shows the number of iterations (ITs) required to satisfy the stopping criterion. In the numerical experiment, we take parameter \( \lambda = 0.5 \). For other parameter \( \lambda \) we can obtain similar results. All computations were done by using MATLAB 7.0 and using 64 digit floating point arithmetics. In table 1, we use the following functions.

\[
\begin{align*}
    f_1(x) &= \sin^2(x) - x^2 + 1, \quad \alpha = 1.404492. \\
    f_2(x) &= x^3 + 4x^2 - 10, \quad \alpha = 1.365230. \\
    f_3(x) &= (x - 1)^3 - 1, \quad \alpha = 2. \\
    f_4(x) &= x^2 - e^x - 3x + 1, \quad \alpha = 1.404492. \\
    f_5(x) &= \cos x - xe^x + x^2, \quad \alpha = 0.639154. \\
    f_6(x) &= e^x - \arctan(x) - 1.5, \quad \alpha = 0.767653.
\end{align*}
\]

The computational results in Table 1 show that Algorithm 1 requires less ITs than NM and PPM. Therefore, the proposed method is of practical interest and can compete with NM and PPM.

<table>
<thead>
<tr>
<th>Functions $f_i$</th>
<th>$x_n$</th>
<th>NM $\psi$</th>
<th>PPM $\psi$</th>
<th>Algorithm 1 $\psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>2.2</td>
<td>6</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>$f_2$</td>
<td>1.12</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$f_3$</td>
<td>2.3</td>
<td>8</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$f_4$</td>
<td>0.8</td>
<td>8</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$f_5$</td>
<td>1.3</td>
<td>10</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>$f_6$</td>
<td>1.4</td>
<td>12</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>
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CONCLUSIONS

This paper presented and analyzed a class of modified three-step Newton-type iterative methods for solving nonlinear equations. The method is free from second derivatives, and it requires two evaluations of the functions and two evaluations of derivatives at each step. Several numerical tests demonstrate that the method proposed in the paper is more efficient and perform better than Newton's method, and PPM.
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