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Abstract: Formal concept analysis (FCA) is currently used in a large number of applications in different areas. However, in some applications the volume of information that needs to be processed may become infeasible. Thus, demand for new approaches and algorithms to enable the processing of large amounts of information is increasing substantially. This paper presents a new algorithm for extracting proper implications from high-dimensional contexts. The proposed algorithm, ProperImplicBDD, was based on the PropIm algorithm. Using a data structure called binary decision diagram (BDD) it is possible to simplify the representation of the formal context and to improve the performance on extracting proper implications. In order to analyze the performance of the ProperImplicBDD algorithm, we performed tests using synthetic contexts varying the number of attributes and context density. The experiments shown that ProperImplicBDD has a better performance – up to 8 times faster – than the original one, regardless of the number of attributes, objects and densities.

1 INTRODUCTION

With the advance of technology, the volume of information collected and stored to attend new requirements from the society has increased significantly. Due to this large amount of data, it is practically infeasible to analyze it without the support of techniques of extraction and representation of knowledge. One of the techniques that can be used to process and analyze this information is the Formal Concept Analysis (FCA) (Ganter and Wille, 1997).

The FCA is a field of mathematics created for data analysis where associations and dependencies between objects and attributes are identified from a data set (Ganter et al., 2005). One way to represent a set of data composed of instances is through a formal context \((G,M,I)\) which is an incidence table composed by objects \(G\), attributes \(M\) and the incidence relation \(I\) between objects and attributes.

A knowledge possible to obtain from the formal context is the set of implications \(I\) among the attributes that characterize the formal context (Taouil and Bastide, 2001). The implication \(A \rightarrow B (A,B \subseteq M)\) reveals that every object containing the attributes belonging to set \(A\) has also the attributes from set \(B\). The sets \(A\) and \(B\) are considered, respectively, premise and conclusion.

Applying different properties to a set \(I\), we can generate sets of implications with certain constraints for specific domains. One of these specific sets is the set of proper implication, which for each implication the premise is minimal and the conclusion is a singleton (unit set).

This set of implications is useful because it provides a kind of minimum representation about the data, when the goal is to find the minimum set of attributes to achieve specific purposes. For example, the work developed in (Silva et al., 2017) had as goal the identification of relationships between professional skills of LinkedIn users, which the set of proper implications was applied to identify the minimum set of skills (premise) that imply in professional competence (conclusion).

Different challenges have been proposed in FCA community (Priss, 2006). One of these challenges is the manipulation of high-dimensional formal contexts such as those with 120,000 objects and 70,000 attributes. High-dimensional formal contexts can be...
generated from big data problems and they are computationally difficult to handle - most algorithms do not perform accordingly in these contexts and they are usually unable to process large amounts of data.

So, in this paper, we present a new algorithm, ProperImplicBDD, which is able to handle high-dimensional formal contexts. It is based on PropIm algorithm proposed in (Silva et al., 2017), but our algorithm uses a known data structure named binary decision diagram (BDD) to store and manipulate efficiently formal contexts (Neto et al., 2018). Therefore, it can process a greater volume of data if compared to the algorithms proposed in (Silva et al., 2017) and (Taouil and Bastide, 2001). The main objectives of this work are:

- to use BDD’s as a data structure in order to extract proper implications from high dimensional contexts;
- to process a greater volume of data compared to the algorithms proposed in (Silva et al., 2017) and (Taouil and Bastide, 2001);
- to handle contexts in order to partially meet those proposed by the challenge (Priss, 2006), such as context containing 120,000 objects and 70,000 attributes.

In order to analyze the performance of the ProperImplicBDD algorithm, we performed tests using only synthetic contexts. We have decided to use synthetic contexts instead of real ones in order to control the experiments and produce concrete results. We can control and vary the number of attributes and context density to evaluate our approach.

The variation in attributes and densities were used to analyze the size and time of searches using the BDD. The number of objects was fixed in 120,000 to meet partially the challenge proposed in (Priss, 2006).

The experiments shown that ProperImplicBDD has a better performance – up to 8 times faster – than PropIm, regardless of the number of attributes, objects and densities.

This paper is organized as follows: Section II presents the basic concepts of the FCA and BDD approaches. Section III describes the related works on BDD and implications. Section IV describes the methodology. In Section V, the experiments are presented and discussed. Finally, Section VI presents the conclusions and future works.

2 BACKGROUND

2.1 Formal Concept Analysis

The formal concept analysis (FCA) is a field of mathematics that allows the identification of associations (concepts) and dependencies (implications) of a data set represented as a formal context (Ganter and Wille, 1997).

Details about formal context, formal concept and implication rules, basic elements of FCA, are described in the following subsections.

2.1.1 Formal Context

A formal context is formed by a triple \((G,M,I)\), where \(G\) is a set of objects (rows), \(M\) is a set of attributes (columns) and \(I\) is defined as the binary relationship (incidence relation) between objects and attributes where \(I \subseteq G \times M\) (Ganter et al., 2005).

An example of a context is shown in Table 1. The objects (rows) are: Whale, Owl, Human, Shark and Penguin. The attributes (columns) are: Aquatic, Terrestrial, Irrational, Feathered. The incidences (“X”) are the relationship between objects and attributes: Whale contains Aquatic and Irrational attributes, Owl contains Terrestrial, Irrational and Feathered attributes, etc. For example, the owl has the following characteristics: terrestrial, irrational and feathered.

<table>
<thead>
<tr>
<th></th>
<th>Aquatic</th>
<th>Terrestrial</th>
<th>Irrational</th>
<th>Feathered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whale</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Owl</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Human</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shark</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Penguin</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

2.1.2 Formal Concept

A formal concept is defined by a pair \((A,B)\) where \(A \subseteq G\) is called extension and \(B \subseteq M\) is called intention. This pair must follow the conditions where \(A = B’\) and \(B = A’\) (Ganter et al., 2005). The relation is defined by the derivation operator \(\downarrow\):

\[
A' = \{m \in M \mid gIm \cup g \in A\} \\
B' = \{g \in G \mid gIm \cap m \in B\}
\]

A formal concept seeks to identify the set of attributes (intention) that delimit and characterize an object (extension). Using the Table 1 as an example, the generated concepts would be:

\[
(\{\text{Whale, Owl, Human, Shark, Penguin}\}, \{\})
\]
((Owl, Human, Penguin), {Terrestrial})
((Owl, Penguin), {Terrestrial, Irrational, Feathered})
(\{\}, {Aquatic, Terrestrial, Irrational, Feathered})
([Whale, Owl, Shark, Penguin], {Irrational})
([Whale, Shark], {Aquatic, Irrational})

2.1.3 The Set of Implications

Implications are dependencies between elements of a set of attributes which were obtained from a formal context.

Using a formal context \((G, M, I)\) an implication would be \(A \rightarrow B\) where \(A, B \subseteq M\) (\(A\) and \(B\) are defined, respectively, premise and conclusion).

An implication rule \(A \rightarrow B\) is considered valid for the context \((G, M, I)\) if, and only if, every object that has the attributes of \(A\) also has the attributes of \(B\). Formally \(\forall g \in G \exists a \in A \; \forall b \in B \; (gIb)\).

As an example of what an implication is, one can consider the universe of animals as described in Table 1. In this table, every feathered animal is irrational. This type of relationship can be described as an implication. The implication “Feathered implies Irrational” (Feathered \(\rightarrow\) Irrational) is a way to describe that any animal that has feather is also irrational. Table 2 is an example of implication rules based on the formal context presented in Table 1.

Implication rules can be obtained through formal concepts (Bertet, 2006), formal contexts (Ryssele et al., 2014) and concept lattice (Bertet and Monjardet, 2001). In our work the implication rules extraction is based on formal contexts.

Table 2: Implication rules extracted from the formal context in Table 1.

<table>
<thead>
<tr>
<th>(A \rightarrow B)</th>
<th>Terrestrial (\rightarrow) Irrational, Feathered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Irrational (\rightarrow) Terrestrial, Feathered</td>
<td></td>
</tr>
<tr>
<td>Feathered (\rightarrow) Terrestrial, Feathered</td>
<td></td>
</tr>
<tr>
<td>Aquatic (\rightarrow) Irrational</td>
<td></td>
</tr>
<tr>
<td>Irrational (\rightarrow) Aquatic</td>
<td></td>
</tr>
</tbody>
</table>

2.1.4 The Set of Proper Implications

The set of implications is called as the set of proper implications (Taouil and Bastide, 2001) or unary implication system (UIS) (Bertet and Monjardet, 2001) when, for each implication, the right side (conclusion) contains only one attribute and the left side (premise) is reduced: if \(A \rightarrow m \in I\) then there is not any \(Q \rightarrow m \in I\) such that \(Q \subset A\). The set of proper implications \(I_1\) for \((G, M, I)\) is defined formally as: \(\{A \rightarrow m \in I \mid A \subseteq M\ \text{and} \ m \in M \setminus A\ \text{and} \ \forall Z \subset A : Z \rightarrow m \notin I\}\).

2.2 Binary Decision Diagram

The binary decision diagram (BDD) is a form to represent canonical boolean formulas. It is substantially more compact than the traditional structure forms (normal conjunctive and disjunctive form) and it can be manipulated efficiently (Bryant, 1986).

\[
f(a_1, a_2, a_3, a_4) = a_1 \overline{a_2} a_3 a_4 + a_1 a_2 a_3 a_4 + a_1 a_2 \overline{a_3} a_4 \quad (1)
\]

The part \(a_1 \overline{a_2} a_3 a_4\) of the equation was created to validate the Whale and Shark objects, \(a_1 a_2 a_3 a_4\) it was already created to validate the Penguin and Owl objects and the last part \(a_1 a_2 \overline{a_3} a_4\) validates the Human object.

The generated BDD corresponding to the formal context presented in Table 1 (and described by Equa-
tion (1)) can be seen in Figure 3. For a better view of each object in the BDD, object names have been replaced by numbers and attributes replaced by letters: Whale (1), Owl (2), Human (3), Shark (4), Penguin (5) and Aquatic ($a_1$), Terrestrial ($a_2$), Irrational($a_3$), Feathered ($a_4$).

Figure 3: BDD that represents the context in the Table 1.

The most relevant BDD libraries were evaluated in (Rimsa et al., 2009). Among them, the CUDD - Colorado University Decision Diagram was chosen for providing function packs to work with Binary Decision Diagrams (BDDs) and to have more recent updates. The CUDD also has functions for Algebraic Decision Diagrams (ADDs) and Zero-suppressed Binary Decision Diagrams (ZDDs) that can be used to represent formal contexts.

3 RELATED WORKS

There are currently several FCA applications to extract proper implications. However, to the best of our knowledge, there is no algorithm that can work in high-dimensional contexts. We found studies that used BDD in FCA but focusing on extraction of formal concepts, but not on implications.

In (Taouil and Bastide, 2001) the Impec, the state of the art algorithm to extract proper implication, was proposed in order to extract all proper implications with some support from a formal context. But the algorithm does not perform accordingly in high-dimensional contexts.

In (Salleb et al., 2002) BDD’s were used to storing the transaction logs as a truth table and for find frequent patterns in large transactional data sets.

In (Silva et al., 2017) the authors proposed the PropIm algorithm to extract proper implications based on the Impec algorithm. The algorithm was used to identify the relationships between professional skills of LinkedIn users’ profile through appropriate implications. The results presented the minimum sets of skills that would be required to achieve certain job positions. Although the algorithm is more efficient than Impec, but it does not have a good performance in high-dimensional context.

4 METHODOLOGY

This work adopted as methodology, the usage of synthetic contexts randomly generated with densities and controlled dimensions.

Initially, it was decided to use contexts of 50, 100 and 150 attributes, though adding a new constraint for the maximum time limit for extracting the implication rules. This limit has been set up to 14 days and it was set after tests performed with the algorithm PropIm which did not return any result or finished after long periods of processing.

We decided to generate, for each experiment, 10 formal contexts. Note that the randomly generated incident table can vary between two contexts with the same dimensions and densities giving rise to different implication sets. Therefore a differentiated performance was obtained for each context. We calculated an average runtime based on the context size and density.

The 120,000 objects were combined with sets of 50, 100 and 150 attributes, with densities ranging from the minimum, 30%, 50%, 70% and the maximum density for each generated context.

We use the SCGAz tool (Rimsa et al., 2009) to generate random contexts within the limits of controlled densities and sizes.

The experiments with such contexts allows a better control regarding the generation of contexts for analysis. That was the main reason we did not work on real bases, since we could not control the tests.

4.1 Representing a Formal Context with the BDD

For the creation of the BDD representing the formal context, it was used a similar algorithm that was proposed by (Rimsa et al., 2009).

The Algorithm 1 expects as input a file in the Burmeister format (Burmeister, 2003), it traverses all attributes of the object and, if it has the attribute (incidence), the BDD variable indicated by index “i” is
Algorithm 1: Formal context using BDD.

**Input:** file on format cxt
**Output:** context on BDD format
1: FileLine = File.ObtainLine();
2: while File.End() do
3:   BDDTemp = BDDNew
4:   for i ← 0 to NumberAttributes do
5:     if FileLine[i] == 'X' then
6:       BDDTemp & = noTrue(i)
7:     else
8:       BDDTemp & = noFalse(i)
9:   end if
10: end for
11: BDDContext = BDDTemp
12: end while
13: return BDDContext

The algorithm receives as input a formal context (G, M, I), and outputs a set of proper implications. Line 1 initializes the set imp as empty. The following loop (lines 2-17) analyzes each attribute present in M. Initially, each attribute m can be a conclusion for a set of premises. For each m, it calculates the premises P1.

In line 3, P records all the attributes that contains the same objects of m. The size counter determines the size of each premise, as the smallest possible size is 1 (an implication of type x → z), it is initialized to 1 (Line 4).

P0 stores a set of auxiliary premises that can generate an implication using m as a conclusion (in line 5 Pa is initialized as empty).

From lines 6-16, the set of minimum premises is found and is limited by |P|. In Line 7, the set C obtains all combinations of size size from elements in P. In Line 8, the set of candidate premises is formed through the Algorithm 5.

Each candidate premise P1 ⊂ P0 is checked to ensure if the premise P1 and the conclusion m results in a valid proper implication. Case P1' ≠ 0 and P1' ⊂ m', the premise P1 is added to the set of auxiliary premises P0 and also the implication {P1 → m} is added to the list of implications imp = imp \{P1 → m\}.

4.2 PropIm Algorithm

For a better analysis of our Algorithm (ProperImplicBDD), we first present the PropIm (Silva et al., 2017).

Algorithm 2: PropIm.

**Input:** Formal context (G, M, I)
**Output:** set of implication imp with support greater than 1
1: imp = ∅
2: for all m ∈ M do
3:   P = m
4:   size = 1
5:   Pa = ∅
6:   while size < |P| do
7:     C = \( \left( \frac{P}{\text{size}} \right) \)
8:     P0 = getCandidate(C, Pa)
9:     for all P1 ⊂ P0 do
10:        if P1' ≠ 0 and P1' ⊂ m' then
11:           Pa = Pa ∪ {P1}
12:           imp = imp ∪ {P1 → m}
13:       end if
14:     end for
15:     size++
16:   end while
17: return imp

4.3 The Proposed Algorithm

ProperImplicBDD

In order to have a better performance than the algorithm PropIm (Silva et al., 2017) and to process a larger volume of data, all PropIm algorithm methods were previously analyzed. After this analysis, we verified that the function that returned the objects in common from a set of attributes was the most costly part of the algorithm.

In order to optimize this function, we decided to use BDD’s to represent the formal context in more compressed form and to obtain a better performance in context operations with attributes and objects.

The complexity order for the extraction of proper rules is \( O(|M||imp|(|G||M| + |imp||M|)) \). The complexity order of the ProperImplicBDD algorithm is exponential, however, an heuristic was implemented to reduce the combinations of attributes in the premises.

We also created a function – primeAtrSetBDD – to improve the verification of similarity among attributes and objects (Algorithm 4). This function calculates the BDD context conjunction with the attributes informed through parameters and returns a BDD containing all objects of m.
Algorithm 3: ProperImplicBDD.

**Input:** Formal context \((G, M, I)\)

**Output:** set of implication \(imp\) with support greater than 1

1: \(imp = \emptyset\)
2: for all \(m \in M\) do
3: \(bddC = \text{primeAtrSetBDD}(m)\)
4: \(P = m'\)
5: \(size = 1\)
6: \(Pa = \emptyset\)
7: while \(size < |P|\) do
8: \(C = \binom{P}{size}\)
9: \(Pc = \text{getCandidate}(C, Pa)\)
10: for all \(P1 \subset Pc\) do
11: \(bddP = \text{primeAtrSetBDD}(P1)\)
12: if \(bddC \neq 0\) and \(bddP \neq 0\) and \(bddC == bddP\) then
13: \(Pa = Pa \cup \{P1\}\)
14: \(imp = imp \cup \{P1 \rightarrow m\}\)
15: end if
16: end for
17: size++
18: end while
19: end for
20: return \(imp\)

The `ProperImplicBDD` pseudo-code is described in Algorithm 3. The algorithm receives as input a formal context \((G, M, I)\), and outputs a set of proper implications.

Line 1 initializes the set \(imp\) as empty. The following loop (lines 2-19) analyzes each attribute of the set \(M\). Initially, each attribute \(m\) can be a conclusion for a set of premises. For each \(m\), it calculates the premises \(P1\).

In line 3, \(bddC\) through the Algorithm 4 receives and stores the BDD containing all objects of the \(m\) attribute. This BDD will be used in checking the equality between the premise BDD \((P1)\) and the conclusion BDD \((m)\).

In line 4, \(P\) records all the attributes that contains the same objects of \(m\). The size counter in Algorithm 3 determines the size of each premise, as the smallest possible size is 1 (an implication of type \(x \rightarrow z\)), it is initialized to 1 (Line 5).

\(Pa\) stores a set of auxiliary premises that can generate an implication using \(m\) as a conclusion (in line 6 \(Pa\) is initialized as empty). From lines 7-18, the set of minimum premises is found and is limited by \(|P|\).

In Line 8, the set \(C\) obtains all combinations of size \(size\) from elements in \(P\). In Line 9, the set of candidate premises is formed through the Algorithm 5.

For each candidate premise \(P1 \subset PC\) the \(bddP\) stores the BDD that contains all objects of the premise.

In line 12 a check is made between \(bddC\) and \(bddP\) to ensure that premise \(P1\) and conclusion \(m\) results in a valid implication. If \(bddC = bddP\) the implication is valid.

Considering that, the premise \(P1\) is added to the hypothesis of local premises \(Pa\) and also the implication \(\{P1 \rightarrow m\}\) is added to the list of implications \(imp = imp \cup \{P1 \rightarrow m\}\).

### 4.3.1 PrimeAtrSetBDD Algorithm

The Algorithm 4 presents the `primeAtrSetBDD` function, which is responsible for obtaining the BDD that contains all objects from the list of attributes informed as a parameter.

The function computes the conjunction between the BDD that represents the entire formal context and the BDD of each attribute of the list of attributes. It outputs a BDD containing only the objects that contains all the attributes informed.

Algorithm 4: PrimeAtrSetBDD.

1: procedure PRIMEATRSETBDD(ListAttributes)
2: \(bddNewExt = \text{bddCxt}\)
3: for all \(it \in ListAttributes\) do
4: \(bddNewExt \&= \text{bddNewExt .And(it)}\)
5: end for
6: return \(bddNewExt\)
7: end procedure

### 4.3.2 GetCandidate Algorithm

The Algorithm 5 obtains all subsets that do not contain an attribute that belongs to the \(Pa\) premise. It receives, as a parameter, the sets \(C\) and \(Pa\) and returns a set \(D\) of premises.

Algorithm 5: GetCandidate.

1: procedure GETCANDIDATE(C, Pa)
2: \(D = \emptyset\)
3: for all \(a \in A \mid A \subset Pa\) do
4: for all \(B \subset C\) do
5: if \(a \notin B\) then
6: \(D = Pa / B\)
7: end if
8: end for
9: end for
10: return \(D\)
11: end procedure
5 EXPERIMENTS

The main goal of our experiments was to evaluate the performance of ProperImplicBDD algorithm in generating proper implications set. In order to evaluate the performance, a comparison was made between ProperImplicBDD and PropIm for extracting the implications set for several synthetic contexts (Table 3).

Both algorithms were coded in C++ and executed on a IBM Server with four 2-core Intel Xeon (3.1 GHz) processors, 32 GB of RAM, 1TB of disk storage and running on Ubuntu 16.04 OS. In all the experiments, we evaluated the performance of ProperImplicBDD and PropIm running the same context with a maximum time of 14 days in order to obtain the proper implications set.

<table>
<thead>
<tr>
<th>Context</th>
<th></th>
<th>Density (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>120,000 50</td>
<td>1,799,769 30</td>
</tr>
<tr>
<td>#2</td>
<td>120,000 50</td>
<td>2,999,984 50</td>
</tr>
<tr>
<td>#3</td>
<td>120,000 100</td>
<td>4,200,545 70</td>
</tr>
<tr>
<td>#4</td>
<td>120,000 100</td>
<td>3,600,503 30</td>
</tr>
<tr>
<td>#5</td>
<td>120,000 100</td>
<td>6,000,036 50</td>
</tr>
<tr>
<td>#6</td>
<td>120,000 100</td>
<td>8,399,916 70</td>
</tr>
<tr>
<td>#7</td>
<td>120,000 150</td>
<td>5,399,809 30</td>
</tr>
<tr>
<td>#8</td>
<td>120,000 150</td>
<td>8,999,955 50</td>
</tr>
<tr>
<td>#9</td>
<td>120,000 150</td>
<td>12,601,449 70</td>
</tr>
</tbody>
</table>

We tested our algorithm and obtained significant gains in execution time when compared to PropIm (see Table 4 and Figure 4).

The results showed that ProperImplicBDD improved the execution time from 46% to 88% in all the tested scenarios.

Moreover, our proposed algorithm had a speedup from 1.84 up to 8.07 compared to PropIm applying the same contexts as input.

It is important to point out that the higher the density of context is, the greater the gain in the proposed algorithm will be.

Another very significant result, as presented in Table 4, is that the proposed algorithm was able to calculate the proper implications set (output) to contexts with 150 attributes, while PropIm did not return any results during a week of execution.

Therefore, the experimental results show that the algorithm has high performance for very large data. The confidence interval used is 95%.

6 CONCLUSION AND FUTURE WORKS

This paper proposed a new algorithm, ProperImplicBDD with the goal of extracting proper implications set with a better performance than propIm algorithm in high-dimensional contexts.

Initially, the main objective of our proposed algorithm was to extract proper implications set in contexts with large volumes of data. After the experiments, we realized that the algorithm obtained gains beyond expected.

Our algorithm was faster in all contexts used in the tests. In contexts with 150 attributes and 120,000 objects, similar to the quantity of objects that was the challenge in (Priss, 2006), ProperImplicBDD was able to extract all the proper implications set while the PropIm algorithm did not return any result during a week of execution. ProperImplicBDD also presented speedups from 1.84 to 8.07 in the extraction of proper implications set.

An important observation of using a Binary Decision Diagram (BDD) as the data structure was that in denser contexts, as more similar objects exists, the context becomes more optimized and performs better.
We suggest as a future work a modification in the algorithm to support distributed computing. Additionally, we suggest that ProperImplicBDD is used in a context of a real-world problem. Also more tests can be performed using synthetic contexts, ensuring that how much more identical objects in a context, the BDD that will be created based on this context it more optimized than a context with fewer repeated objects increasing the performance of ProperImplicBDD. Finally, we also suggest the exploration of techniques to reduce a implications set (Dias and Vieira, 2017).
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