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Abstract: As of February 2016 Facebook allows users to express their experienced emotions about a post by using five
so-called ‘reactions’. This research paper proposes and evaluates alternative methods for predicting these
reactions to user posts on public pages of firms/companies (like supermarket chains). For this purpose, we
collected posts (and their reactions) from Facebook pages of large supermarket chains and constructed a data-
set which is available for other researches. In order to predict the distribution of reactions of a new post, neural
network architectures (convolutional and recurrent neural networks) were tested using pretrained word embed-
dings. Results of the neural networks were improved by introducing a bootstrapping approach for sentiment
and emotion mining on the comments for each post. The final model (a combination of neural network and
a baseline emotion miner) is able to predict the reaction distribution on Facebook posts with a mean squared
error (or misclassification rate) of 0.135.

1 INTRODUCTION

The ability to accurately classify the sentiment of
short sentences such as Facebook posts or tweets is
essential to natural language understanding. In recent
years, more and more users share information about
their customer experience on social media pages rela-
ted to (and managed by) the equivalent firms/compa-
nies. Generated data attracts a lot of research towards
sentiment analysis with many applications in political
science, social sciences, business, education, etc. (Or-
tigosa et al., 2014), (Feldman, 2013), (Troussas et al.,
2013).

Customer experience (CX) represents a holistic
perspective on customer encounters with a firm’s pro-
ducts or services. Thus, the more managers can un-
derstand about the experiences customers have with
their product and service offerings, the more they can
measure them again in the future to influence pur-
chase decisions. The rise of social media analytics
(Fan and Gordon, 2014) offers managers a tool to ma-
nage this process with customer opinion data being
widely available on social media. Analysing Face-
book posts can help firm managers to better manage
posts by allowing customer care teams to reply faster
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to unsatisfied customers or maybe even delegate posts
to employees based on their expertise. Also, it would
be possible to estimate how the reply on a post affects
the reaction from other customers. To our knowledge,
no previous research work on predicting Facebook re-
action posts exists.

The main goals and contributions of this paper are
the following: (a) contribute a dataset which can be
used for predicting reactions on Facebook posts, use-
ful for both machine learners and marketing experts
and (b) perform sentiment analysis and emotion mi-
ning to Facebook posts and comments of several su-
permarket chains by predicting the distribution of the
user reactions. Firstly, sentiment analysis and emo-
tion mining baseline techniques are utilized in order
to analyse the sentiment/emotion of a post and its
comments. Afterwards, neural networks with pretrai-
ned word embeddings are used in order to accurately
predict the distribution of reactions to a post. Com-
bination of the two approaches gives a working final
ensemble which leaves promising directions for fu-
ture research.

The remainder of the paper is organized as fol-
lows. Section 2 presents related work about sentiment
and emotion analysis on short informal text like from
Facebook and Twitter. The used dataset is described
in Section 3, followed by the model (pipeline) des-
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cription in Section 4. Section 5 presents the expe-
rimental results and finally, Section 6 concludes the
paper and presents future research directions.

2 RELATED WORK

Deep learning based approaches have recently be-
come more popular for sentiment classification since
they automatically extract features based on word em-
beddings. Convolutional Neural Networks (CNN),
originally proposed in (LeCun et al., 1998) for do-
cument recognition, have been extensively used for
short sentence sentiment classification. (Kim, 2014)
uses a CNN and achieves state-of-the art results in
sentiment classification. They also highlight that one
CNN layer in the model’s architecture is sufficient to
perform well on sentiment classification tasks. Recur-
rent Neural Networks (RNN) and more specifically
their variants Long Short Term Memory (LSTM) net-
works (Hochreiter and Schmidhuber, 1997) and Ga-
ted Recurrent Units (GRU) networks (Chung et al.,
2014) have also been extensively used for sentiment
classification since they are able to capture long term
relationships between words in a sentence while avoi-
ding vanishing and exploding gradient problems of
normal recurrent network architectures (Hochreiter,
1998). (Wang et al., 2014) proves that combining
different architectures, such as CNN and GRU, in an
ensemble learner improves the performance of indivi-
dual base learners for sentiment classification, which
makes it relevant for this research work as well.

Most of the work on short text sentiment classifi-
cation concentrates around Twitter and different ma-
chine learning techniques (Wang et al., 2011), (Kou-
loumpis et al., 2011), (Saif et al., 2012), (Sarlan et al.,
2014). These are some examples of the extensive
research already done on Twitter sentiment analysis.
Not many approaches for Facebook posts exist, partly
because it is difficult to get a labeled dataset for such
a purpose.

Emotion lexicons like EmoLex (Mohammad and
Turney, 2013) can be used in order to annotate a cor-
pus, however, results are not satisfactory and this is
the reason that bootstrapping techniques have been
attempted in the past. For example, (Canales et al.,
2016) propose such a technique which enhances Emo-
Lex with synonyms and then combines word vectors
(Mikolov et al., 2013) in order to annotate more ex-
amples based on sentence similarity measures.

Recently, (Tian et al., 2017) presented some first
results which associate Facebook reactions with emo-
jis but their analysis stopped there. (Pool and Nissim,
2016) utilized the actual reactions on posts in a dis-

tant supervised fashion to train a support vector ma-
chine classifier for emotion detection but they are not
attempting at actually predicting the distribution of re-
actions.

Moreover, analysis of customer feedback is an
area which gains interest for many companies over
the years. Given the amount of text feedback avai-
lable, there are many approaches around this topic,
however none of them are handling the increasing
amounts of information available through Facebook
posts. For the sake of completeness, we highlight
here some these approaches. Sentiment classification
((Pang et al., 2002), (Glorot et al., 2011b), (Socher
et al., 2013)) deals only with the sentiment analysis
(usually mapping sentiments to positive, negative and
neutral (or other 5-scale classification) and similarly
emotion classification ((Yang et al., 2007), (Wen and
Wan, 2014) only considers emotions. Some work ex-
ists on Twitter data (Pak and Paroubek, 2010) but does
not take into account the reactions of Facebook. Mo-
reover, work has been conducted towards customer
review analysis ((Yang and Fang, 2004), (Hu and Liu,
2004), (Cambria et al., 2013)) but none of them are
dealing with the specific nature of Facebook (or so-
cial media in general).

In this work, we combine sentiment analysis and
emotion mining techniques with neural network ar-
chitectures in order to predict the distribution of re-
actions on Facebook posts and actually demonstrate
that such an approach is feasible.

3 DATASET CONSTRUCTION

Our dataset consists out of Facebook posts on the cu-
stomer service page of 12 US/UK big supermarket/-
retail chains, namely Tesco, Sainsbury, Walmart, Al-
diUK, The Home Depot, Target, Walgreens, Amazon,
Best Buy, Safeway, Macys and publix. The vast majo-
rity of these posts are initiated by customers of these
supermarkets. In addition to the written text of the
posts, we also fetch the Facebook’s reaction matrix 1

as well as the comments attached to this post made by
other users. Such reactions only belong to the initial
post, and not to replies to the post since the feature
to post a reaction on a reply has only been introduced
very recently (May 2017) and would result in either
a very small dataset or an incomplete dataset. These
reactions include like, love, wow, haha, sad, angry as
shown in Figure 1. This form of communication was
introduced by Facebook on February 24th, 2016 and

1http://newsroom.fb.com/news/2016/02/reactions-now-
available-globally/
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allows users to express an ‘emotion’ towards the pos-
ted content.

Figure 1: The Facebook reaction icons that users are able to
select for an original post.

In total, there were more than 70,000 posts wit-
hout any reaction, thus they were excluded from the
dataset. Apart from this problem, people are using the
‘like’ reaction not only to show that they like what
they see/read but also to simply tell others that they
have seen this post or to show sympathy. This re-
sults in a way too often used ‘like’-reaction which is
why likes could be ignored in the constructed dataset.
So, instead of using all crawled data, the developed
models will be trained on posts that have at least one
other reaction than likes. After applying this thres-
hold the size of the training set reduced from 70,649
to 25,969. The threshold of 1 is still not optimal since
it leaves much space for noise in the data (e.g. miss-
clicked reactions) but using a higher threshold will
lead to extreme loss of data. Statistics on the dataset
and on how many posts ‘survive’ by using different
thresholds can be seen in Figure 2.

Figure 2: Amount of survived posts for different thresholds
including/excluding likes.

Exploratory analysis on the dataset shows that pe-
ople tend to agree in the reactions they have to Fa-
cebook posts (which is consistent for building a pre-
diction system), i.e. whenever there are more than
one types of reactions they seem to be the same in a
great degree (over 80 %) as can be seen in Figure 3.
In addition, Figure 4 shows that even by excluding the
like reaction, which seems to dominate all posts, the
distribution of the reactions remains the same, even if
the threshold of minimum reactions increases. Using
all previous insights and the fact that there are 25,969

posts with at least one reaction and since the like re-
action dominates the posts, we chose to include posts
with at least one reaction which is not a like, leading
to finally 8,103 posts. Full dataset is available 2 and
will be updated as it is curated and validated at the
moment of the paper submission.

Figure 3: Reaction match when there is more than one type.

Figure 4: Distribution of reactions with different minimum
thresholds.

3.1 Pre-processing

Pre-processing on the dataset is carried out using the
Stanford CoreNLP parser (Manning et al., 2014) and
includes the following steps:

• Convert everything to lower case

• Replace URLs with “ URL ” as a generic token

• Replace user/profile links with “ AT USER ” as
a generic token

• Remove the hash from a hashtag reference (e.g.
#hashtag becomes “hashtag”)

• Replace three or more occurrences of one cha-
racter in a row with the character itself (e.g.
“looooove” becomes ”love”)

• Remove sequences containing numbers (e.g.
“gr34t”)

2https://github.com/jerryspan/FacebookR
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Afterwards, each post is split using a tokenizer ba-
sed on spaces and after some stop-word filtering the
final list of different tokens is derived. Since pre-
processing on short text has attracted much attention
recently (Singh and Kumari, 2016), we also demon-
strate the effect of it on the developed models in the
Experiments section.

4 REACTION DISTRIBUTION
PREDICTION SYSTEM
PIPELINE

In this Section, the complete prediction system is des-
cribed. There are three core components: emotion mi-
ning applied to Facebook comments, artificial neural
networks that predict the distribution of the reactions
for a Facebook post and a combination of the two in
the final prediction of the distribution of reactions.

4.1 Emotion Mining

The overall pipeline of the emotion miner can be
found in Figure 5.

The emotion lexicon that we utilize is created by
(Mohammad and Turney, 2013) and is called NRC
Emotion Lexicon (EmoLex). This lexicon consists of
14,181 words with eight basic emotions (anger, fear,
anticipation, trust, surprise, sadness, joy, and disgust)
associated with each word in the lexicon. It is possi-
ble that a single word is associated with more than one
emotion. An example can be seen in Table 1. Anno-
tations were manually performed by crowd-sourcing.

Table 1: Examples from EmoLex showing the emotion as-
sociation to the words abuse and shopping.

Anger Anticipation Disgust Fear Joy Sadness Surprise Trust
abuse 1 0 1 1 0 1 0 0
shopping 0 1 0 0 1 0 1 1

Inspired by the approach of (Canales et al., 2016),
EmoLex is extended by using WordNet (Fellbaum,
1998): for every synonym found, new entries are in-
troduced in EmoLex having the same emotion vector
as the original words. By applying this technique the
original database has increased in size from 14,181
to 31,485 words that are related to an emotion vec-
tor. The lexicon can then be used to determine the
emotion of the comments to a Facebook post. For
each sentence in a comment, the emotion is determi-
ned by looking up all words in the emotion database
and the found emotion vectors are added to the sen-
tence emotion vector. By merging and normalizing
all emotion vectors, the final emotion distribution for
a particular Facebook post, based on the equivalent

comments, can be computed. However, this naive
approach yielded poor results, thus several enhance-
ments were considered, implemented and described
in subsections 4.1.1-4.1.3.

4.1.1 Negation Handling

The first technique that was used to improve the qua-
lity of the mined emotions is negation handling. By
detecting negations in a sentence, the ability to ‘turn’
this sentiment or emotion is provided. In this paper
only basic negation handling is applied since the ma-
jority of the dataset contains only small sentences and
this was proved to be sufficient for our goal. The fol-
lowing list of negations and pre- and suffixes are used
for detection (based on work of (Farooq et al., 2016)):

Table 2: Negation patterns.

Negations no, not, rather, wont, never, none,
nobody, nothing, neither, nor, now-
here, cannot, without, n’t

Prefixes a, de, dis, il, im, in, ir, mis, non, un
Suffixes less

The following two rules are applied:

1. The first rule is used when a negation word is in-
stantly followed by an emotion-word (which is
present in our emotion database).

2. The second rule tries to handle adverbs and past
particle verbs (Part-of-Speech (POS) tags: RB,
VBN). If a negation word is followed by one or
more of these POS-tags and a following emotion-
word, the emotion-word’s value will be negated.
For example this rule would apply to ‘not very
happy’.

There are two ways to obtain the emotions of a nega-
ted word:

1. Look up all combinations of negation pre- and
suffixes together with the word in our emotion
lexicon.

2. If there is no match in the lexicon a manually cre-
ated mapping is used between the emotions and
their negations. This mapping is shown in Table
3.

Table 3: Mapping between emotion and negated emotions.
Anger Anticipation Disgust Fear Joy Sadness Surprise Trust

Anger 0 0 0 0 1 0 0 0
Anticipation 0 0 0 0 1 0 1 0
Disgust 0 0 0 0 1 0 0 1
Fear 0 0 0 0 1 0 0 1
Joy 1 0 1 1 0 1 0 0
Sadness 0 0 0 1 0 0 0 0
Surprise 0 1 0 0 0 0 0 1
Trust 0 0 1 0 0 0 1 0
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Figure 5: Emotion miner pipeline.

4.1.2 Sentence Similarity Measures

(Canales et al., 2016)’s approach is using word vec-
tors (Mikolov et al., 2013) in order to calculate simi-
larities between sentences and further annotate sen-
tences. In the context of this paper, a more recent ap-
proach was attempted (Sanjeev Arora, 2017), together
with an averaging word vector approach for compari-
son. (Sanjeev Arora, 2017) creates a representation
for a whole sentence instead of only for one word as
word2vec. The average word vector approach is sum-
ming up the word vector of each word and then taking
the mean of this sum. To find a similarity between two
sentences, one then uses the cosine similarity. Surpri-
singly, both approaches return comparable similarity
scores. One main problem which occurred here is that
two sentences with different emotions but with the
same structure are measured as ‘similar’. This pro-
blem is exemplified with an example:

Sentence 1: "I really love your car."
Sentence 2: "I really hate your car."
Sentence2Vec similarity: 0.9278
Avg vector similarity: 0.9269

This high similarity is problematic since the emo-
tions of the two sentences are completely different.
Also, one can see that the two models output almost
the same result and that there is no advantage by using
the approach of (Sanjeev Arora, 2017) over the simple
average word vector approach. Hence, the sentence
similarity measure method to annotate more senten-
ces is not suited for this emotion mining task because
one would annotate positive emotions to a negative
sentence and was not adapted for further use.

4.1.3 Classification of not Annotated Sentences

If after performing these enhancement steps there re-
main any non-emotion-annotated sentences, then a
Support Vector Machine (SVM) is used to estimate
the emotions of these sentences based on the existing
annotations. The SVM is trained as a one-versus-all

classifier with a linear kernel (8 models are trained,
one for each emotion of EmoLex) and the TF-IDF
model (Salton and Buckley, 1988) is used for pro-
viding the input features. Input consists of a single
sentence as data (transformed using the TF-IDF mo-
del) and an array of 8 values representing the emoti-
ons as a label. With a training/test-split of 80%/20%,
the average precision-recall is about 0.93. Full results
of the SVM training can be seen in Figure 6 together
with the precision-recall curve for all emotions. The
result in this case was judged to be satisfactory in or-
der to utilize it for the next step, which is the reaction
prediction and is used as presented here.

Figure 6: Precision-Recall (ROC) curve using a linear SVM
in an one-versus-all classifier.

4.2 Reaction Distribution Predictor

In order to predict the distribution of the post reacti-
ons, neural networks are built and trained using Ten-
sorflow (Abadi et al., 2016). Two networks were
tested, based on literature research: a Convolutional
Neural Network (CNN) and a Recurrent Neural Net-
work (RNN) that uses LSTMs.

Both networks start with a word embedding layer.
Since the analysed posts were written in English, the
GloVe (Pennington et al., 2014) pretrained embed-
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dings (with 50 as a vector dimension) were used. Mo-
reover, posts are short texts and informal language is
expected, thus we opted for using embeddings previ-
ously trained on Twitter data instead of the Wikipedia
versions.

4.2.1 CNN

The CNN model is based on existing successful ar-
chitectures (see (Kim, 2014)) but is adapted to give a
distribution of reactions as an output. An overview of
the used architecture is provided in Figure 7.

First issue to be handled with CNNs is that since
they deal with variable length input sentences, pad-
ding is needed so as to ensure that all posts have the
same length. In our case, we padded all posts to the
maximum post length which also allows efficient ba-
tching of the data. In the example of Figure 7 the
length of the sentence is 7 and each word xi is repre-
sented by the equivalent word vector (of dimension
50).

The convolutional layer is the core building block
of a CNN. Common patterns in the training data
are extracted by applying the convolution operation
which in our case is limited into 1 dimension: we ad-
just the height of the filter, i.e. the number of adjacent
rows (words) that are considered together (see also
red arrows in Figure 7). These patterns are then fed to
a pooling layer. The primary role of the pooling layer
is to reduce the spatial dimensions of the learned re-
presentations (that’s why this layer is also known to
perform downsampling). This is beneficial, since it
controls for over-fitting but also allows for faster com-
putations. Finally, the output of the pooling layer is
fed to a fully-connected layer (with dropout) which
has a softmax as output and each node corresponds to
each predicted reaction (thus we have six nodes ini-
tially). However, due to discarding like reaction later
on in the research stage, the effective number of out-
put nodes was decreased to 5 (see Experiments). The
softmax classifier computes a probability distribution
over all possible reactions, thus provides a probabilis-
tic and intuitive interpretation.

4.2.2 RNN

Long short-term memory networks (LSTM) were
proposed by (Hochreiter and Schmidhuber, 1997) in
order to adress the issue of learning long-term depen-
dencies. The LSTM maintains a separate memory
cell inside it that updates and exposes its content only
when deemed necessary, thus making it possible to
capture content as needed. The implementation used
here is inspired by (Graves, 2013) and an overivew is
provided in Figure 8.

Figure 7: Convolutional network architecture example.

An LSTM unit (at each time step t) is defined as
a collection of vectors: the input gate (it ), the forget
gate ( ft ), the output gate (ot ), a memory cell (ct ) and
a hidden state (ht ). Input is provided sequentially in
terms of word vectors (xt ) and for each time step t the
previous time step information is used as input. In-
tuitively, the forget gate controls the amount of which
each unit of the memory cell is replaced by new info,
the input gate controls how much each unit is upda-
ted, and the output gate controls the exposure of the
internal memory state.

In our case, the RNN model utilizes one recurrent
layer (which has 50 LSTM cells) and the rest of the
parameters are chosen based on current default wor-
king architectures. The output then comes from a
weighted fully connected 6-(or 5, depending on the
number of reactions)-class softmax layer. Figure 8
explains the idea of recurrent architecture based on
an input sequence of words.

Figure 8: Recurrent network architecture example.

4.3 Prediction Ensemble

The final reaction ratio prediction is carried out by
a combination of the neural networks and the mi-
ned emotions on the post/comments. For a given
post, both networks provide an estimation of the dis-
tributions, which are then averaged and normalised.
Next, emotions from the post and the comments are
extracted following the process described in Section
4.1. The ratio of estimations and emotions are com-
bined into a single vector which is then computed
through a simple linear regression model, which re-
estimates the predicted reaction ratios. The whole pi-
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peline combining the emotion miner and the neural
networks can be seen in Figure 9 and experimental
results are presented in the next Section.

5 EXPERIMENTS

Several experiments were conducted in order to as-
sess different effects on the reaction distribution pre-
diction. Firstly, the effect of pre-processing on posts
is examined in subsection 5.1. Since Facebook reacti-
ons were not introduced too long ago, a lot of posts in
the dataset still contain primarily like reactions. This
might lead to uninteresting results as described in the
Dataset Section and in Subsection 5.2. Finally, Sub-
section 5.3 discusses the training with respect to the
mean squared error (MSE) for CNN and RNN mo-
dels, as well as the effect of the ensembled approach.

As mentioned before, both networks utilized the
GloVe pre-trained embeddings (with size 50). Batch
size was set to 16 for the CNN and 100 for the RN-
N/LSTM.

CNN used 40 filters for the convolution (with va-
rying height sizes from 3 to 5), stride was set to 1
and padding to the maximum post length was used.
Rectified Linear Unit (ReLU) (Glorot et al., 2011a)
activation function was used.

Learning rate was set to 0.001 and dropout was
applied to both networks and performance was mea-
sured by the cross entropy loss with scores and labels
with L2-regularization (Masnadi-Shirazi and Vascon-
celos, 2009). Mean Squared Error (MSE) is used in
order to assess successful classifications (which ef-
fectively means that every squared error will be a 1)
and in the end MSE is just the misclassification rate
of predictions.

5.1 Raw vs Pre-processed Input

In order to assess the effect of pre-processing on the
quality of the trained models, two versions for each
neural network were trained. One instance was trai-
ned without pre-processing the dataset and the other
instance was trained with the pre-processed dataset.
Results are cross-validated and here the average va-
lues are reported. Figure 10 indicates that overall the
error was decreasing or being close to equal (which
is applicable for both CNN and RNN). The x-axis
represents the minimum number of ‘non-like’ reacti-
ons in order to be included in the dataset. It should
be noted that these models were trained on the ba-
sis of having 6 outputs (one for each reaction), thus
the result might be affected by the skewed distribu-
tion over many ‘like’ reactions. This is the reason

that the pre-processed version of CNN performs very
well for posts with 5 minimum reactions and very bad
for posts with 10 minimum reactions In addition, the
variance for the different cross-validation results was
high. In the next subsection we explore what happens
after the removal of ‘like’ reactions.

5.2 Exclusion of Like Reactions

Early results showed that including the original like
reaction in the models would lead to meaningless re-
sults. The huge imbalanced dataset led to predicting a
100% ratio for the like reaction. In order to tackle this
issue, the like reactions are not fed into the models
during the training phase (moreover the love reaction
can be used for equivalent purposes, since they ex-
press similar emotions). Figure 11 shows an increase
of the error when the likes are ignored. The expla-
nation for this increase is related to heavily unbalan-
ced distribution of like reactions: Although there is
an increase in the error, predictions now are more me-
aningful than always predicting a like ratio close to
100%. After all, it is the relative reaction distribution
that we are interested in predicting.

5.3 Ensemble Performance

Table 4 summarizes the testing error for the CNN and
RNN with respect to the same split dataset and by
also taking the validation error into account. One can
see that RNN performs better than CNN, although it
requires additional training time. Results are cross-
validated on 10 different runs and variances are pre-
sented in the Table as well.

Table 4: RNN and CNN comparison after cross-validation.

Model MSE # Epochs
CNN 0.186 (± 0.023) 81
RNN 0.159 (± 0.017) 111

Combined results for either of the networks and
the emotion miner can be seen in Figure 12. The
networks themselves have the worst results but an
average combination of both is able to achieve a better
result. Optimal result is achieved by the emotions +
cnn combination, although this difference is not sig-
nificant than other combinations. These results can be
boosted by optimizing the hyperparameters of the net-
works and also by varying different amount of posts.
As a conclusion one can say that using emotions to
combine them with neural network output improves
the results of prediction.

Finally, we present a simple, yet effective visuali-
zation environment which highlights the results of the
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Figure 9: Pipeline for final prediction of reaction distributions.

Figure 10: Effect of pre-processing on different models.

Figure 11: Effect of inclusion/exclusion of likes on different
models.

current paper, that can be found in Figure 13. In this
figure, one can see at the input field of the Facebook
post on the top and then four different result panels:
the first one shows the reaction distribution, the se-
cond panel shows the proportions of the eight emoti-
ons, the third panel highlights the emotions (and by
hovering one can see the total shows the overall dis-

Figure 12: Performance results for different combinations
of the neural networks and emotions.

tribution (vector of eight) and the fourth panel shows
the highlighting of the sentiments.

6 CONCLUSION

In this paper, a framework for predicting the Face-
book post reaction distribution was presented, trained
on a customer service dataset from several supermar-
ket Facebook posts. This study revealed that a base-
line sentiment miner can be used in order to detect a
post sentiment/emotion. Afterwards, these results can
be combined with the output of neural network mo-
dels to predict the Facebook reactions. While there
has been a lot of research around sentiment analysis,
emotion mining is still mostly uncharted territory and
this work also contributes to this direction. The used
dataset is available for other researchers and can be
also used as a baseline for performing further experi-
ments. In addition, a more accurate evaluation of the
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Figure 13: Example visualisation.

emotion miner can be conducted by using the MPQA
corpus (Deng and Wiebe, 2015).

Facebook reaction predictions can clearly enhance
customer experience analytics. Most companies are
drowned in social media posts, thus a system that
identifies the emotion/reaction prediction of a post in
almost real-time can be used to provide effective and
useful feedback to customers and improve their expe-
rience. So far in the dataset, the reaction of the page
owner has not been included but this could be useful
information on how the post was addressed (or could
be addressed).

Future work includes working towards refining the
architectures of the neural networks used. Moreover,
one of the next steps is to implement a network that
predicts the (absolute) amount of reactions (and not
just the ratio). This number is of course susceptible to
external parameters (e.g. popularity of the post/pos-
ter, inclusion of other media like images or external
links, etc.), so another direction would be to include
this information as well. More specifically, the com-
bination of images and text can reveal possible syner-
gies in the vision and language domains for sentimen-
t/emotion related tasks.
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