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Visual assessment of brain atrophy for brain diseases diagnosis by clinicians is the most widely adopted
method in clinical practices. Such a visually extracted knowledge represents a great potential to develop better
training programs and create new tools to assist clinical decision making. Inspired by the clinician visual
behavior, we propose in this work a new and automatic approach to detect and quantify local brain atrophies.
The proposed approach combines both bottom-up and top-down visual saliency using domain knowledge
in the brain MRI analysis. The first subsystem relies on low-level MRI characterization (texture and edge)
while the second is based on an embedded learning process to identify and localize the subset of gray matter
regions that provides optimal discrimination between subjects. The proposed method validated for the task of
Alzheimer’s disease (AD) subjects recognition. Classification experiments were conducted on a subset of 188
anatomical MR images extracted from the Alzheimer’s Disease Neuro-imaging Initiative (ADNI) dataset. We
report accuracy of 81.48% and 76.66% respectively for AD versus Normal Control (NC) and Mild Cognitive
Impairment (MCI) versus NC classification tasks.

1 INTRODUCTION

Alzheimer’s disease (AD) is a neurodegenerative dis-
ease associated with the loss of memory and deterio-
ration in cognitive functions. To date, AD diagnosis
is most widely performed based on the visual assess-
ment of brain atrophy (Harper et al., 2016), which is
very difficult, tedious and time consuming task. The
development of an automated approach for objective
visual interpretation of MRI content could potentially
increase the visual assessment skills of radiologists by
stressing some overlooked image features that may be
relevant to the diagnostic problem. This also could
make the diagnosis easier for clinicians with a lim-
ited expertise in order to extract diagnostically use-
ful and objective information. Hence, modeling the
experts’ knowledge and perceptual expertise helps to
improve structural abnormalities detection and then
assists clinicians in the diagnostic task (Li et al., 2013)
(Lala and Nakazawa, 2016).

To that end, saliency modeling has been widely
explored to describe the radiologists’ visual attention
for Computer Aided Diagnosis (CAD) (Wen et al.,
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2016). Saliency-based methods, aiming at detect-
ing lesions and tissue abnormalities, recently attracted
more and more attentions and achieved promising re-
sults in tumor detection. For instance, (Mehmood
et al,, 2013b) proposed a prioritization based ap-
proach to help clinicians to quickly determine and
access the required level of visual information of a
particular brain tumor case from brain MRI. In (No-
dine and Kundel, 1987), the authors proposed a model
for tumor detection in chest X-ray images. They
collected the eye tracking data of radiologists, while
analysing images in presence of abnormalities, to de-
velop a model for predicting the sequence of events
from the time of viewing X-ray images up to the
diagnostic decision-making. For a different task,
Chung et al. (Chung et al., 2015) proposed a novel
saliency-based method for identifying suspicious re-
gions in multi-parametric MR prostate images based
on statistical texture distinctiveness. (Banerjee et al.,
2016) proposed a saliency detection model to auto-
matically detect and isolate the tumor region from
multi-channel brain MRI. Moreover, visual saliency
models have been proposed for retinal images anal-
ysis. For instance, Deepak et al. proposed a visual
saliency-based framework for detecting potential lo-
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cations of abnormalities in retinal images (Deepak
et al., 2013). Lesions are detected based on their
saliency values and local binary pattern features using
a k-NN classifier. In the same vain, Zou et al proposed
a learning-based visual saliency model method for de-
tecting diagnostic diabetic macular edema regions of
interest (ROIs) in retinal images (Zou et al., 2016).
Others saliency-based solutions have shown promis-
ing results in ROI segmentation and lesion detection
for various diseases. For instance, in (Agrawal et al.,
2014), a novel framework is developed to automat-
ically detect masses from mammograms even in the
presence of regions of pectoral muscles. The frame-
work uses a saliency-based segmentation and features
extraction for mass description. With the aim to inves-
tigate the relevance of computational saliency models
in medical images and the context of lesion detection
in chest X-ray images, Jampani et al. conducted the
work described in (Jampani et al., 2012). Another au-
tomatic segmentation method of ROIs in MRI using
saliency information has been proposed by Mehmood
et al. (Mehmood et al., 2013a) together with the use
of active contours. A graph knowledge-based ap-
proach for internal brain structures recognition and
internal brain structures segmentation from 3D MRI
has been introduced in (Fouquier et al., 2012). Maha-
patraet al. (Mahapatra and Buhmann, 2015) proposed
a new approach for MRI prostate segmentation using
active learning and visual saliency. In (Yuan et al.,
2015), the authors proposed a visual saliency-based
computer-aided detection system to detect ulcers from
wireless capsule endoscopy images for human diges-
tive tract diagnosis. The proposed saliency method is
based on multi-level super-pixel color and texture rep-
resentation. In (Shao et al., 2015), the authors modu-
lated the radiologist’s visual attention from breast ul-
trasound (BUS) images to automatically locate suspi-
cious lesions. Automatic extraction and interpretation
method of focus tissues from Computerized Tomogra-
phy (CT) liver images using a visual attention model
is proposed in (Ma et al., 2009). The latter firstly ex-
tracts texture features of liver regions form Gaussian
pyramid of feature-component maps and the saliency
map is then generated by combining several conspicu-
ity maps. Finally, ROI candidates are located by la-
beling the obtained saliency map.

Recently, visual saliency models have been used
to model group difference in structural brain MRI for
neurodegenerative disease detection such as for AD.
In (Pulidoa et al., ; Pulido et al., 2013), the authors
extract relevant information from brain MRI using a
regional saliency method. They perform classifica-
tion of brain MR images, based on finding pathology-
related patterns through the identification of regional

structural changes, associated or not, to the presence
of probable AD or Mild Cognitive Impairment (MCI).
Rueda et al. proposed an automatic image analysis
method based on saliency maps for group diagnosis
(Rueda et al., 2014). The graph-based visual saliency
(GBVS) algorithm (Harel et al., 20006) is used to gen-
erate saliency maps to highlight particular regions.

In the aforementioned works, authors do not in-
clude any domain knowledge information regarding
AD which makes the model weak for specific AD
diagnosis tasks. They also straightforwardly use tra-
ditional and multimedia oriented saliency algorithms
without accounting for MRI images properties in the
AD diagnosis context. In addition, the used saliency
maps and kernel matrices require extensive computa-
tions. Those works are proposed for the group anal-
ysis study and they have no value at the individual
level. Contrariwise, we propose in this paper a novel
saliency model adapted to AD diagnosis from MRI
content interpretation at the individual level. The pro-
posed approach extracts, spots and describes ROIs in
the structural MRI images offering thus an assistance
to clinician in the AD diagnosis making stage. The
proposed model combines bottom-up and top-down
approaches using domain knowledge in AD diagno-
sis. The first part benefits from the low level MRI
characterization (texture and edge) while the second
is based on an embedded learning process to iden-
tify and rank discriminative regions for AD diagnosis.
The rest of the paper is organized as follows, section
2 is dedicated to the detailed description of the pro-
posed approach. Simulation results and discussions
are given in Section 3. Finally, Section 4 concludes
the paper and gives some openings for future work.

2 PROPOSED APPROACH

This section aims at presenting the proposed approach
to build the visual saliency maps for ROI detection in
the case of AD diagnosis. The proposed approach is
based on a combination of two subsystems : 1) the
bottom-up part corresponding to image features and
2) the top-down part relying on the knowledge and
expertise of radiologists in AD diagnosis. Figure 1
illustrated the pipeline of the proposed method high-
lighting the two subsystems mentioned above.

The bottom-up saliency map is computed using
edge and texture characteristics of the MRI images
while the top-down map is obtained by ranking from
MRI the effectiveness of the gray matter (GM) brain
regions to discriminate healthy brains from those af-
fected by AD using a machine learning strategy. The
final saliency map results from the fusion of the
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Figure 1: Pipeline of the proposed AD saliency map gener-
ation combining both bottom-up and top-down strategies.

saliency maps obtained respectively from the top-
down and bottom-up subsystems.

2.1 Domain Knowledge and Hypothesis
Generation in MRI Visual
Assessment

From a practical point of view, a clinician with some
expertise may be able to identify the most atrophic
brain areas on a given MRI image. This result is
achieved by looking for structural brain variations.
According to (Braak and Braak, 1998), the pattern of
cell neuro-degeneration seen using anatomical MRI
in several brain areas may be considered as sensi-
tive bio-markers for AD. In visual assessment-based
MRI analysis, the brain shrinkage could be seen as a
variation of tissue properties (i.e. density). In fact,
the brain tissue density reflects the amount of tissue
present in each subject’s image at a given location.
For example, a region of decreased density reflects
a reduced volume in this structure (increasing me-
dial temporal atrophy, MRI cortical thickness shrivels
up, loss of hippocampus volume and ventricular en-
largement in AD when compared with Normal Con-
trol (NC),etc). In the case of AD, the volume losses
generally convey a loss of GM cells (Blennow et al.,
2010). This is why neuro-imaging research is mostly
focused on this tissue.

2.2 Top-down Saliency Map

Locally shrunk brain structure is seen with differ-
ent proportion of GM compared to the case where
they are unaffected. Such a “top-down” knowledge
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is incorporated into a saliency map. Therefore, we
propose first to build a spatial map of GM tissues
using the voxel based morphometry (VBM) method
(Ashburner and Friston, 2000). Indeed, each MRI
is segmented into three tissues : GM, white mat-
ter (WM) and cerebrospinal fluid (CSF). This seg-
mentation is performed using a technique based on
a mixture of Gaussian distribution cluster analysis
which identifies voxels intensity distribution of a par-
ticular brain tissue. The obtained three probability
maps contain values in the range of 0 to 1, repre-
senting the prior probability of a voxel being either
GM, WM or CSF. These spatial maps give a quanti-
tative representation of the spatial distribution of tis-
sues in the brain, with brightness being proportional
to the amount of local tissue volume before warp-
ing. The probability of a voxel at (i;j) coordinates
belonging to cluster Class = {GM,WM,CSF} is de-
noted by P((i, j)/Class). For example, P((i, j)/GM)
is the probability of a voxel being GM.

Once the GM maps are built, we propose to mod-
ulate the clinician preference location by the so-
called” ranking map (Rank-Map). This is the first
stage to build the top-down saliency map. We learn
whether the brain tissue from AD patients could be
differentiated from that of NC in the standard space.
Therefore, we developed a recursive feature elimi-
nation (RFE) (Guyon et al., 2002) approach to re-
cursively learn relevant regions of GM. Our goal
is different from what is usually done to eliminate
non relevant features, it consists in ranking and pro-
jecting MRI GM voxels according to their contribu-
tion in separating AD and NC subjects into a spatial
map. The ranking criterion is derived from the SVM
(Hearst et al., 1998) model.

Subjects Data. For the purpose of this work, we
used the ADNI dataset !. For the Rank-Map genera-
tion, we selected from the ADNI dataset T1-weighted
structural MRI, a total of 205 participants with 95 AD
patients and 110 NCs. NC subjects aged between 60
and 92 have Mini Mental State Examination (MMSE)
scores ranging from 24 to 30 while AD subjects aged
between 55 and 91 have MMSE scores ranging from
18 to 27. Groups statistical difference was performed
using t-test, the p — value between groups for both
MMSE and age is < 0.001.

In our approach, each medical image is first pre-
processed by applying for each subject, corrections
for eddy currents and head motion, skull stripping
with the Brain Extraction Tool (BET) Software Li-
brary FSL 2. Then, the whole set of MR images are

Ihttp://adni.loni.ucla.edu/
Zhttp://www.fmrib.ox.ac.uk/fsl
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co-registered to the Montreal Neurological Institute
(MNI) standard space using MNI 512 brain template
(Frisoni et al., 2005) thanks to the freely available
VBMS toolbox 3 using statistical parametric map-
ping (SPM)* software running on Matlab. After the
preprocessing stage, all MR images have a size of
121 x 145 x 121 voxels having a voxel size of 1.5 mm
x1.5mm x1.5 mm.

Given a training of instance label pairs (x;,y;),i =
1,...,1 (1 is the number of training data) where x; € R"
and y € {1,—1}, x; is the feature vector of in n di-
mensions that describes the image and y; is the cor-
responding label of x;. SVM searches to find the op-
timal hyperplane that best separates the positive and
negatives training samples. The optimization problem
to resolve, in the case of the so-called “soft margin”
classification, is the following:

- ! Cy
minimize,, ¢ §||w||2+ 7 Y& (1)
i=1
subjectto  y;(wlxi+b)>1-£,E>0

&; are the so-called slack variables relaxing class-
separators constraints and C is a cost parameter that
controls the trade-off between allowing training er-
rors and forcing rigid margins. RFE was conducted by
ranking voxels in terms of magnitude of their weights
w where the ranking criterion is ¢; = (w;)?. Larger
the absolute magnitude of a weight vector is, stronger
it affects the final discrimination. At every iteration,
the feature f = argmin(c) will be removed. The SVM
then retrains the remaining features to obtain the new
feature sorting. SVM-RFE repeatedly implements the
process until obtaining a feature sorted list. Because
of the multivariate nature of the classifier, the distri-
bution of weights over all voxels can be interpreted
as the spatial pattern by which the groups differ (i.e.
the discriminating pattern). The SVM-RFE algorithm
was embedded within a leave-one-out cross valida-
tion (LOO-CV) framework. The average CV accu-
racy over all subjects for each feature set size has been
computed to find the optimal number of features. The
percentage of most pertinent voxels is set to 30% cor-
responding to the best AD versus NC classification
accuracy as illustrated by Figure 2.

The Rank-Map is obtained by projecting the ob-
tained stored ranked features into the MNI coordi-
nate space Rankqp(x,y) in which each pixel is rep-
resented by its rank r (more the pixel is relevant more
its intensity is higher). This pixel relevance illustrates
the clinician preference order in brain areas inspec-

3http://dbm.neuro.uni-jena.de/vbm/
“http://www.fil.ion.ucl.ac.uk/spm/software/
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Figure 2: Percentage of top ranked voxels variation over CV
accuracy ( AD versus NC classification).

tion. The first ranked areas could be the most impor-
tant for clinician and consequently the first target to
examine.

Rankmap (XJ) =1 ()

where, (x,y) are the MNI coordinates of 7 most im-

portant pixel. Finally the Rank-Map is normalized as
follows in order to build a ranking image:

Rankyap — min(Rankyqp)

3

Rank, = .
i max(Rankiqp) — min(Rankyap)

The top-down saliency map is generated for each sub-

ject using the obtained standard Rank-Map. Referring
to the domain knowledge, we suppose that the clini-
cian gazes at the most important GM region (regions
captured by the normalized Rank-Map) in the GM
distribution. Therefore, we compute the top-down
saliency map of each subject by conserving only the
relevant features that represent non degenerated GM
tissues (P(GM) > 0.5) (Ashburner and Friston, 2000).

Rank,q,, if P(GM) >0.5).
Srp = { g (GM) ) “

0, otherwise.
The obtained top-down saliency map is normalized

between 0 to 1 and represents salient pixels for AD
diagnosis. All the degenerated GM voxels will be
presented by 0 meaning that they are not important
for the diagnosis and will be ignored for the visual as-
sessment made by the clinician. The Stp is spatially
smoothed using a Gaussian kernel G:

Stp=S1p*G (5)
2.3 Bottom-up Saliency Map
The image analysis methodology to extract discrim-

inant visual patterns for AD diagnosis is close to vi-
sual inspection performed by the clinician. Hence,
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we propose a system based on the Itti model (Itti
et al.,, 1998). Referring to the domain knowledge,
two saliency cues are consolidated to generate fea-
tures maps :

2.3.1 Edge Cue

Edge detection identifies and locates abrupt changes
of pixel intensity in MRI which could characterize a
discontinuity in the gray matter. We use the Canny
edge detector for that task.

2.3.2 Texture Cue

To describe the texture from the MRI images, we re-
sort to the well-known local binary pattern (LBP) de-
scriptor which is proved to be the most used and effi-
cient descriptor to analyze MRI texture for AD diag-
nosis. LBP comprises a binary code that is obtained
by thresholding a neighborhood according to the gray
value of its center. Given a center pixel in the im-
age, the LBP value is computed by comparing its gray
value with its neighbors. The LBP map of the brain
tissue resulting from texture classification reduces the
risk of omission and ensures the reproducibility of the
diagnosis by drawing the radiologists attention on di-
agnostically interesting parts.

Texture and edge Features are extracted on mul-
tiple scales of the MRI slice and stored in separate
feature maps. A unique saliency map is generated
through the combination of centre-surround feature
maps (conspicuity maps). Finally, a weighted mean
of conspicuity maps produces the saliency maps Spy.

2.3.3 Feature Maps Fusion

Finally, the conspicuous maps are fused into a single
saliency map as follows:

1
Spy = E(Map(LBP)—FMap(Edge)) (6)
2.4 Final Saliency Model
The final saliency map is obtained as a fusion of afore-
mentioned top-down and bottom-up maps. The used

fusion is a geometric mean between both maps as de-
scribed below :

FSap = /Stp-Spu (N
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3 RESULTS AND DISCUSSION

3.1 Visual Anatomical Interpretation

With the aim to evaluate the proposed approach, the
saliency map is generated using the proposed ap-
proach on the MRI of an NC subject. Figure 3
presents the overlaid saliency maps on the MRI slices
for this subject. Saliency maps are color-coded ac-
cording to the relevance of brain regions. For in-
stance, red spots represent the most visually salient
(relevant for diagnosis) areas of the MRI. The ob-
tained saliency maps effectively detect and quantify
regions of interest that are known to be altered in the
degenerative disease and could be more prominent for
the clinician attention. In order to consider the differ-
ence of saliency maps between AD and NC cases, we
compute also saliency maps on the MRI of AD sub-
jects. Saliency maps are illustrated on Figure 4

By mapping the obtained saliency maps, for both
NC and AD subjects, with standard anatomical atlas
(AAL) (Tzourio-Mazoyer et al., 2002), it is possible
to identify the brain areas involved in the discrimina-
tion between AD and NC, namely the hippocampus,
the parahippocampal gyrus, the entorhinal cortex, and
the amygdale. However, when the regions are not yet
shrunk (this is the case of NC MRI), clinicians tend
to pay more attention to details within the salient re-
gions. This explains the fact that NC saliency maps
are different (see slice s = 85 and s = 80 from Figure
3 and slice s = 75 and s = 80 from Figure 4) over the
corresponding anatomical regions. Another observa-
tion concerns the cerebral cortex and temporal lobe
(slices 45) that is more salient in the MRI of the AD
subjects than NC ones. This indicates that, with the
progress in AD, more atrophies are produced. Thus, a
small number of brain regions with relatively large at-
rophies is sufficient for a successful detection of AD.
From those saliency maps, we can see that detected
regions of interest differ between AD and NC patients
depending on the degree of the brain atrophy. Hence,
the saliency maps help in discovering meaningful vi-
sual patterns witch could be helpful to discriminate
AD subjects from NC.

In addition, saliency map shows the ROI prefer-
ence order (hierarchy) for the diagnosis, hence, the
lateral ventricle and the cortex are detected later (less
salient). In addition, the saliency maps help to detect
the real volume of the hippocampus ROI which con-
stitutes a key step to its effective segmentation.

One would ask about the performance of state-of-
the-art saliency models on such a specific problem.
To answer this, Figure 5 presents examples of MRI
saliency maps generated by our proposed method,
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Figure 4: MRI slices selection of AD subject (the subject is 80 years old with an MMSE equal to 25).

and by two famous saliency models namely Itti and
GBVS. Those models were proposed for natural
scene interpretation. From the illustrated results, it is
obvious to notice that both Itti and GBVS algorithms
failed to detect relevant regions for Alzheimer’s dis-
ease compared to our proposed approach. This con-
firms the role of domain knowledge in improving au-
tomatic MRI content analysis and interpretation.

3.2 Subjects Classification

In order to check discrimination capability of our ap-
proach, we propose to classify subjects using their
saliency maps. An SVM with the histogram intersec-
tion kernel (HIK) is used for the classification. The
SVM is trained using the normalized saliency maps
generated for the subjects in the training set. The
diagnostic classification was conducted by selecting
a total of 188 subjects from the ADNI database and
grouping them into AD, NC and MCI. The AD group
contains 66 subjects aged in (76.2 +7.4) years with
an MMSE ranging in (24.5 +£0.71). In turn, the NC
group contains 54 NC aged in (79 +5.3) years with

MRI Slice

XYY X

Proposed model ITTI GBVS

s s
6688

Figure 5: Comparison of the output of our proposed model
with regards to two widely used saliency models: Itti and
GBVS.

an MMSE ranging in (29.5 4 1.3). Finally, the MCI
group contains 68 NC ranging in (71.2+5.7) years
with an MMSE in the mean (27.6 +0.5).

Two binary classification problems, AD vs. NC
and MCI vs. NC, have been investigated. To evaluate
the performance of different classification methods,
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we use 5-fold cross-validation strategy to compute the
classification accuracy (for measuring the proportion
of subjects correctly classified among the whole pop-
ulation), as well as the sensitivity (i.e., the proportion
of AD or MCI patients correctly classified) and the
specificity (i.e., the proportion of healthy controls cor-
rectly classified). Classification results are presented
in Table 1.

Table 1: Diagnostic classification results between AD vs.
NC and MCI vs. NC.

Groups Accuracy  Sensitivity  Specificity
AD vs NC 81.48 % 83.33% 94.8%
MCIvs NC  76.66% 73.3% 79.82%

For classifying AD from NC, our method achieves
a classification accuracy of 81.48%, a sensitivity of
83.33%, and a specificity of 94.8%. On the other
hand, for classifying MCI from NC our method
achieves a classification accuracy of 76.66%, a sensi-
tivity of 73.3%, and a specificity of 79.82%. Obtained
results show that our saliency based atrophy detection
approach allows to consistently distinguish subjects
with AD or MCI from NC.

4 CONCLUSION

This paper proposed a novel approach for computer-
aided diagnosis based on saliency estimation. The
proposed framework is based on both bottom-up and
top-down subsystems using domain knowledge in
AD diagnosis. In the bottom-up approach, informa-
tion comes from low-level MRI characterization (tex-
ture and edge) and the top-down approach includes
a learning process to identify and localize the sub-
set of gray matter regions that provide optimal dis-
crimination between groups. The proposed method
could help clinicians to evaluate their diagnosis find-
ings. This also makes the diagnosis easier for clini-
cians with a limited expertise to extract diagnostically
useful and objective information. Future work con-
sists in performing clinician’s gazes tracking to im-
prove the proposed model with ground truth.
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