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Abstract: When a humanoid robot walks through or performs a task in a very narrow space, it sometimes touches the 
environment with its hand or arm to retain its balance. To do this the robot must identify a flat surface of 
appropriate size with which it can make sufficient contact; the surface must also be within reach of robot's 
upper body. Using fisheye stereo vision, it is possible to obtain image information for a field of view wider 
than that of a hemisphere whose central axis is the optical axes; thus, three dimensional distances to the 
possible contact spaces can be evaluated at a glance. To realize it, stereo correspondence is crucial. 
However, the short distance between the stereo cameras and the target space causes differences in the 
apparent shapes of the targets in the left and right images, which can make stereo correspondence difficult. 
Therefore, we propose a novel method which rectifies stereo images so that the targets have the same 
apparent shapes in the left and right images when the targets are close to a reference plane. Actual fisheye 
stereo image pairs were rectified, and three dimensional measurements were performed. Better results were 
obtained using the proposed rectification method than using other rectification methods. 

1 INTRODUCTION 

Humanoid robots are expected to substitute or 
support the work of humans in many places such as 
at disaster sites, airplane assembly plants, and 
building sites. As such, humanoid robots must be 
able to traverse narrow spaces and conduct tasks that 
require their upper body parts, e.g., hands, elbows, 
and shoulders, in addition to the soles of their feet to 
maintain their balance (Sentis, 2010), (Escande, 
2013), (Henze, 2016). To realize such stabilization 
motions in unknown environments, a planar area 
which has proper sizes and poses have to be 
identified in the vicinity of the humanoid robot's 
upper body (Brossette, 2013), (Khatib, 2014). The 
measurements that are necessary to adequately 
evaluate the environment are as follows. 
1. Dense three dimensional (3D) distance 

measurements. 
2. 3D distance measurements in reach of the robot. 
3. 3D distance measurements of the immediate 

vicinity of the humanoid robot's upper body. 
4. Fast 3D distance measurements. 
5. 3D distance measurements of poorly textured 

surfaces. 

Various types of equipment have been developed 
for 3D distance measurements. The most popular is 
the RGB-D sensor (where the D represents the 
"depth" channel); this sensor can perform 
measurements 1, 4, and 5. Measurement 3 can be 
achieved by controlling the pose of a sensor. 
However, there are no off-the-shelf RGB-D sensors 
that can perform measurement 2. Most teams that 
signed-up for the DRC (Defense Advanced Research 
Projects Agency Robotics Challenge) in 2015 used a 
spinning LIDAR sensor, which is high-speed 
rotational 1D scanning type LRF (Laser rangefinder). 
This type of sensor can conduct measurements 1, 3, 
4, and 5. However, the closest distance at which 
LRFs work is 0.5 m, which is too far to enable 
measurement 2 to be conducted. For a long time 
now, stereo vision that uses multiple cameras has 
been used for 3D distance measurements. There are 
numerous studies on stereo measurements and many 
available products. However, the width of the space 
these products can measure is limited because they 
usually use cameras with normal fields of view; thus, 
additional pose control equipment is necessary to 
carry out measurement 3.  

 

308
Kita N. and Kita Y.
Reference Plane based Fisheye Stereo Epipolar Rectification.
DOI: 10.5220/0006261003080320
In Proceedings of the 12th International Joint Conference on Computer Vision, Imaging and Computer Graphics Theory and Applications (VISIGRAPP 2017), pages 308-320
ISBN: 978-989-758-227-1
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved



 

Figure 1: Humanoid robot with fisheye stereo. 

Some fisheye lenses have wide fields of view 
(larger than 180°). Mounting two cameras equipped 
with such fisheye lenses in parallel on the chest of a 
humanoid robot yields a stereo field of view greater 
than 180° with an optical axis that is in the forward 
direction, as shown in Figure 1. For stereo 
measurements, stereo correspondence is crucial. 
However, the distance from the stereo cameras to the 
target space is short compared with the baseline 
length of the stereo system; this causes differences 
in the apparent shapes of the targets in the left and 
right images. Furthermore, some targets have no 
clear visual features, which makes stereo 
correspondence difficult. In this paper, we propose a 
novel method that rectifies stereo images so that the 
targets have the same apparent shapes in the left and 
right images when the targets reside close to a 
reference plane.  

In Section 2 of this paper, we introduce related 
stereo vision studies and background information 
related to the proposed method is presented. In 
Section 3, the proposed rectification method, which 
is based on a reference plane, is explained. In 
Section 4, we present the rectification of actual 
fisheye stereo image pairs using the proposed 
method by changing the pose of the reference plane 
while three dimensional measurements are 
performed using a simple region-based matching 
method. The experimental results show that using 
the proposed rectification method yields better 
results than using other rectification methods when 
the reference plane is close to the actual target. 
Finally, in Section 5 we summarize our work and 
discuss potential future research ideas. 

2 RELATED WORKS 

In the above section, the necessary measurements to 

sufficiently evaluate the environment in the 
immediate vicinity of a robot were detailed. Based 
on those, there are some conditions that make it 
difficult to conduct stereo measurements. 
D1. The targets are too close (i.e., the distance from 

the robot is between one to several times that 
of the stereo baseline length). 

D2. The texture of targets is sometimes poor. 
D3. The target may lie on an extension of the stereo 

baseline. 
When the target is close to the stereo cameras, its 
appearance differs greatly between the left and the 
right image. Similar problems occur even for wide 
baseline stereo systems, and many methods have 
been proposed to tackle these problems (Schmid, 
1997), (Baumberg, 2000), (Matas, 2004), (Bay, 
2005). Most such methods first detect salient 
features and then derive descriptions that are 
invariant of the viewing direction. Then the 
correspondences are taken based on the measure of 
similarity of the descriptions. The existing methods 
are not suitable for a target that has no clear visual 
features. 

For a poorly textured target, most methods derive 
a local description from the intensity changes in the 
local region and then take correspondences based on 
the similarity measure of those descriptions 
(Scharstein, 2002). Several important approaches 
have been proposed for such region-based methods. 
 Epipolar constraint 
 Rectification 
 Cost function 
If the stereo parameters are known, the search region 
can be constrained on an epipolar line to reduce the 
risk of mismatching (Hartley, 2003). Further, the left 
and right images are often transformed so that the 
epipolar lines coincide with the image rows via 
rectification (Ayache, 1988), (Courtney, 1992), 
(Loop, 1999), (Hartley, 1999). Various cost 
functions have been developed to determine a 
measure of similarity for local regions (Hirschmuller, 
2009). The simplest ones directly utilize the local 
regions' intensities, e.g., the sum of squared 
difference (SSD) and normalized SSD (NSSD) 
functions. Some functions compare descriptors that 
are derived from the images filtered using Sobel 
operator, Gauss operator, or other operators (Zabih, 
1994), (Geiger, 2010). Complicated functions have 
primarily been developed to cope with differences in 
the brightness between the left and right images 
(Hirschmuller, 2008). Few methods have been 
developed to handle differences in the apparent 
shape of objects between the left and right images 
(Devernay, 1994), (Tola, 2010). 
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One stereo vision method measures the ragged 
shape of a ground surface using a fisheye stereo 
system (Kita, 2011). First a rectification method is 
used that transforms only the ground portion of the 
images so that the disparity becomes zero on the 
expected ground plane. Because the differences in 
the apparent shapes in the left and right images 
become small around the ground plane, 
correspondences can be obtained using simple cost 
functions even when the texture is poor. This 
method seems to solve the difficulties D1 and D2. 
But unfortunately, the rectification method used in 
that method does not work when the measurement 
target lies on an extension of the stereo baseline. 

Pollefeys used a polar coordinate system to 
rectify two images that were obtained before and 
after the camera was moved forward to include two 
epipoles (Pollefeys, 1999). Abraham also used a 
polar coordinate system to rectify stereo images that 
were obtained by two parallel cameras mounted with 
fisheye lenses (Abraham, 2005). Difficulty D3 can 
be overcome by using a polar coordinate system, but 
both methods mentioned above were not conceived 
to cope with the differences in apparent shape 
between the left and right images. 

In this paper, we therefore propose a new 
rectification method that combines the approach of 
achieving zero disparity on a reference plane and the 
approach of using a polar coordinate system. The 
advantages of the proposed method are as follows. 
 It enables a reference plane to be set on an 

extension of the stereo baseline. 
 Because the differences of the apparent shapes 

on the left and right images become small for a 
target that is close to the reference plane, 
correspondences can be obtained using simple 
cost functions, even when the texture is poor. 

3 REFERENCE PLANE BASED 
RECTIFICATION METHOD 

The proposed method rectifies only a portion of the 
fisheye images so that the disparity becomes zero on 
a reference plane. Because something on the 
reference plane shows the same apparent shape in 
the left and right rectified images, the 
correspondence can be detected using a simple 
region-based matching method with high reliability. 
Though the reference plane was set manually in the 
experiments presented in Section 4, in practice it 
would be set by the humanoid robot at an area that a 
part of its upper body, e.g., hand, may come in 
contact with to help it maintain its balance. In the 

 

Figure 2: Coordinate frames. 

 

Figure 3: Virtual camera coordinate frames. 

latter part of this section, some coordinate frames are 
first defined, the method for deciding which part of 
the fisheye images should be rectified is explained, 
and finally the method to transform the fisheye 
images to rectified images is introduced.  

3.1 Coordinate Frames 

Figure 2 shows left and right fisheye camera 
coordinates, ࡾ and ࡾ. Here, for simplicity, ࡾ is a 
base frame instead of the world frame. The origins 
are the optical centers, the Z axes are the optical axes, 
and the Y axes are the upper directions of the images 
(for simplicity, we assume that the image plane is 
perpendicular to the optical axis). The pose of ࡾ is 
represented by the translation ࢀோೝோ and the rotation 
ோೝோࡾ , which are assumed to be calibrated in 
advance. Figure 2 depicts the reference plane. It is a 
rectangle of size ݈ோൈݓோ. A coordinate frame ࡾ is 

defined as shown in Figure 2. The origin is the 
center of the rectangle, the Y axis is the length 
direction, the X axis is the width direction, and the Z 
axis is the normal direction of the backside of the 
reference plane. The pose of the reference plane is 
set by the translation ࢀோೝோ and the rotation ࡾோೝோ. 

Because the cameras must be aligned in parallel 
to generate the rectified images (Figure 3), the 
virtual camera coordinate frames, ࢂ  and ࢂ , are 
defined as follows (Figure 3). 
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Figure 4: Projection planes. 

 

Figure 5: Tilt and yaw angles including a reference plane. 

 

Figure 6: Tilt and yaw angles including a reference plane 
which crosses an extension of the stereo baseline. 

 ܱೝcoincides with ܱோೝ 
 ܺೝ is the same direction as ܱோೝ to ܱோ. 
 ܻೝ is the direction of the cross product of ܼோೝand 

ܺೝ. 
 ܼೝ  is the direction of the cross product of ܻೝ 

and ܺೝ. 
 ࢂ is obtained by translating ࢂ to ܱோ. 
Let us consider the light rays from a 3D point P to 
the origins of the left and right virtual cameras, ܱ 
and ܱೝ . Their tilt angles ߚሺܲሻ  and ߚሺܲሻ , which 
are the angles of rotation around the X axes, are 

equal. This is true for any 3D point. Then, any 3D 
point is projected at the same vertical position on the 
left and right projection planes, ࡼ  and ࡼೝ , by 
relating the vertical positions to the tilt angles. The 
horizontal positions on the projection planes are 
related to the yaw angles, ߰ሺܲሻ and ߰ሺܲሻ. Here 
yaw angles are the angles of rotation around the 
tilted Y axes. For convenience, the tilt angle is 
defined in the counter clockwise direction from the 
direction of the Z axes, while the yaw angle is 
defined in the clockwise direction from the tilted Z 
direction. The whole 3D space is projected into the 
area for which the tilt angle ranges from π to –π 
and the yaw angle ranges from െߨ 2⁄  to ߨ 2⁄ , as 
shown in Figure 4. 

3.2 Deciding the Rectifying Region 

Only the rectangle-shaped portion of the projection 
plane that contains a projection of the reference 
plane is rectified rather than the whole projection 
plane. The rectangle portion that has a tilt angle is 
from ߚ to ߚ௫ and a yaw angle is from ߰ to 
߰௫ is decided in the left projection plane. ܥ, for 
݅ ൌ 0,1, 2, 3 , indicate the four corners of the 
reference plane, as shown in Figure 5. Their 
coordinates in the ࡾ frame are as follows. 

ோܥ ൌ ቀݓோ 2⁄ , ݈ோ 2⁄ , 0ቁ 

ଵோܥ ൌ ቀݓோ 2⁄ ,െ݈ோ 2⁄ , 0ቁ 

ଶோܥ ൌ ቀെݓோ 2⁄ , െ݈ோ 2⁄ , 0ቁ 

ଷோܥ ൌ ቀെݓோ 2⁄ , ݈ோ 2⁄ , 0ቁ 

(1)

The ܥோ  are converted to the ࢂ  frame through the 

 . The tilt and yaw angles in theܥ  frame to yieldࡾ
 : frame can be calculated as followsࢂ

ߚ ൌ െ tanିଵ൫ݕ൫ܥ൯ ൯ൗܥ൫ݖ ൯ 

߰ ൌ െ sinିଵ ቀݔ൫ܥ൯ቁ 
(2)

where ݔ൫ܥ൯  represents a X coordinate of ܥ . 
Finally, we find that  

ߚ
ൌ min


൛ߚห݅ ൌ 0,1, 2, 3ൟ 

ೌೣߚ
ൌ max


൛ߚห݅ ൌ 0,1, 2, 3ൟ 

߰
ൌ min


൛߰ห݅ ൌ 0,1, 2, 3ൟ 

߰ೌೣ
ൌ max


൛߰ห݅ ൌ 0,1, 2, 3ൟ 

(3)

However, these values are updated when a reference 
plane crosses an extension of the stereo baseline as 
follows: 

ߚ
ൌ െߨ & ೌೣߚ

ൌ (4) ߨ
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Further, if the X coordinate of the cross point in the 
frame ࢂ is positive then ߰

ൌ െߨ 2⁄ ; otherwise, 
߰

ൌ ߨ 2⁄ , as shown in Figure 6. 

3.3 Deciding Pixel Coordinate Frame 
of Rectified Images 

The pixel coordinate frame of the left rectified 
image, ࡵࡾ, is defined by equally quantizing the tilt 
and yaw angles in the left projection plane. The 
following two issues must be considered to choose 
the quantizing resolution ݍ. 
I1. ݍ  affects the resolution of the 3D depth 

measurement. 
I2. ݍ  affects ௦ , which is the Euclidean distance 

on a reference plane corresponding to one pixel 
of the rectified images. 

Figure 7 shows how to choose ݍ  based on the 
desired depth resolution, ݄. A 3D point Q is set on 
the light ray from ܱோ  to ܱೝ  so that the Euclidean 

distance between Q and the reference plane becomes 
݄. The yaw angle of the light ray from Q to ܱ is 
߰ሺܳሻ, and one of the light rays from ܱோ to ܱ is 

߰ ቀܱோቁ. Then ݍ is chosen according to: 

ݍ ൌ ቚ߰ሺܳሻ െ ߰ ቀܱோቁቚ (5)

The depth for one pixel disparity becomes about ݄ 
around the center of the reference plane. For issue I2, 
 ,௦ is calculated as the distance between ܱோ and S

which is the intersection between the light ray from 
Q to ܱ and the reference plane. A larger ௦ means 
a small rectified image. If the calculated ௦ is larger 
than the threshold ௧, then point S is moved toward 
ܱோ  on the reference plane so that the distance to 

ܱோ becomes ௧. ݍ is recalculated by using S after 

it has been moved. 
By using the chosen value of ݍ , the rectangle 

region from ߚ
n to ߚೌೣ and from ߰

 to ߰ೌೣ 
on the left projection plane is quantized, as shown in 
Figure 8. The rectangle region on the right 
projection plane is also quantized vertically using ݍ. 
The rectified image coordinates of a 3D point P, 
൫ݑோூ, ,ோூೝݑோூ൯ and ൫ݒ  ோூೝ൯, are obtained from theݒ
following equations: 

ோூሺܲሻݑ ൌ ሺ݂݈ݎሻ൫൫߰ሺܲሻ െ ߰
൯ ⁄ݍ ൯ 

ோூሺܲሻݒ ൌ ሺ݂݈ݎሻ൫൫ߚሺܲሻ െ ߚ
൯ ⁄ݍ ൯ 

ோூೝሺܲሻݒ ൌ ሺ݂݈ݎሻ൫൫ߚሺܲሻ െ ߚ
൯ ⁄ݍ ൯ 

(6)

 

Because ߚሺܲሻ ൌ ߚ ,ሺܲሻߚ
ൌ ߚ

 and ݍ ൌ ݍ , 
ோூሺܲሻݒ ൌ  ோூೝሺܲሻ is true for any 3D point P on theݒ
rectified image. 

 

Figure 7: Decision of ݍ. 

 

Figure 8: Pixel coordinate frames of rectified images. 

 

Figure 9: Decision of a yaw angle for the pixel with the 
coordinates ൫ݑோூೝ,  .ோூೝ൯ݒ

The horizontal quantization of the right 
projection plane remains to be decided. It is 
quantized non-linearly so that the disparity becomes 
zero on the reference plane. The yaw angle in the 
frame ࢂ  for the pixel with the coordinates ൫ݑோூೝ,
ோூೝ൯ݒ  is chosen as follows. First the tilt and yaw 
angles of the light ray corresponding to the left pixel 
൫ݑோூ, ோூݑ ோூ൯, whereݒ ൌ ோூೝݑ  and ݒோூ ൌ ோூೝݒ , are 
obtained via the following equations: 

ோூ൯ݒ൫ߚ ൌ ൫ݒோூ  0.5൯ൈݍ  ߚ
 

߰൫ݑோூ൯ ൌ ൫ݑோூ  0.5൯ൈݍ  ߰
 

(7)

Next, the point where the light ray and the reference 
plane intersect, P’, is obtained as shown in Figure 9.  
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Figure 10: Five poses of target planes. 

Finally, the yaw angle in the frame ࢂ for the pixel 
with the coordinates ൫ݑோூೝ, ோூೝ൯ݒ  is selected to be 
߰ሺܲ′ሻ. Using this approach, any 3D point on the 
reference plane has the same coordinates in the left 
and right rectified images. This results in the targets 
having the same apparent shapes in the left and right 
images when the targets are close to the reference 
plane. 

3.4 Conversion from Fisheye to 
Rectified Image 

For each pixel in the left rectified image, the 
intensity is obtained as follows. The tilt and yaw 
angle of the light ray corresponding to the pixel, ߚ 
and ߰, are derived using Equation set 7. The unit 
direction vector for the light ray, ܮ , is obtained 
according to: 

ܮ ൌ ሺsin	ሺെ߰ሻ, cosሺെ߰ሻsin	ሺെߚሻ,  
, cosሺെ߰ሻ cosሺെߚሻሻ 

(8)

ோܮ  is then obtained by converting ܮ  to the ࡾ 
frame. The image coordinates in the left fisheye 
image corresponding to the light ray are calculated 
as real coordinates using the projection function 
 ோ൯. Here, all intrinsic parameters of the leftܮ൫݆ݎܲ
fisheye camera were calibrated in advance. From the 
intensities of the four neighboring pixels in the left 
fisheye image, the intensity value of the pixel in the 
left rectified image was calculated via linear 
interpolation. 

For each pixel in the right rectified image, the 
intensity was obtained in the almost same way as for 
one in the left rectified image. First, the ܮ for the 
same coordinate in the left rectified image was 
obtained. Then, ܮ  was converted to ܮோೝ  and ܴோೝ 
was obtained as a light ray from the intersection 
between ܮோೝ  and the reference plane toward ܱோೝ . 
The image coordinates in the right fisheye image 
corresponding to the light ray are calculated by the 

function ܲݎ ݆൫ܴோೝ൯. From the intensities of the four 
neighboring pixels in the right fisheye image, the 
intensity value of the pixel in the right rectified 
image was calculated via linear interpolation. 

4 EXPERIMENTS 

The motivation for proposing a new rectification 
method is to enable 3D distance measurements for 
targets in close proximity at wide angles, so as to 
include the line extended from the stereo baseline. 
Additionally, it should be possible to measure the 
distances using a simple matching method even 
when the texture of the targets is poor. Actual 
fisheye stereo image pairs were rectified using the 
proposed method, and 3D distance measurements 
were performed using simple region-based matching 
on the rectified images. For the comparison, another 
rectification method was used on the same images 
and the 3D distances were measured from the 
rectified images using the same matching method. 

4.1 Experimental Setup 

The fisheye stereo that was used for the experiments 
was mounted on the chest of a humanoid robot; the 
baseline length was about 150 mm and the directions 
of optical axes were set to point forward, as shown 
in Figure 1. The field of view of the fisheye lenses 
were each 214° with an almost spherical projection. 
The cameras captured the whole viewing field with 
1536  1536 pixel images. 

The targets were two kinds of flat veneer 
surfaces that were 300 mm  300 mm in size. One 
surface was given a rich texture by placing a section 
of newspaper on it, while the other was left blank 
and was thus poorly textured. The targets were fixed 
at five poses as shown in Figure 10. The poses were 
chosen such that they were in poses that the 
humanoid robot would be able to touch with its right 
hand to stabilize itself. The positions and 
orientations of the five poses were as follows.  

Pose 0. (75, 0, 200), (0, 0, 0), 
Pose 1. (−200, 0, 100), (0, −90, 0), 
Pose 2. (−200, 0, 300), (0, −90, 0), 
Pose 3. (−200, 200, 100), (0, −90, 0), 
Pose 4. (75, 250, 100), (−90, 0, 0). 

The positions and orientations were based on the 
frame ࡾ , which is the same as for the reference 
plane. The position coordinates are given in 
millimeters, while the orientations are given in 
degrees. The orientation is represented by YXZ 
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Euler angles. Because it was difficult to fix the 
targets at the intended poses, the actual poses were 
slightly different and the actual poses that were 
measured using the method described in Section 4.4 
are shown in Table 1. For convenience, a name is 
given to each pair of stereo images, e.g., 0-rich-0, 
where the first number represents a pose between 0 
and 4, the second indicates the surface type (rich or 
poor, i.e., richly or poorly textured), and the third 
number represents the orientation (0–4). The 
orientation numbers have the following significance: 

0: base orientation 
1: rotate 0 about 10° around Y axis 
2: rotate 0 about −10° around Y axis 
3: rotate 0 about 10° around X axis 
4: rotate 0 about −10° around X axis 

The rich and poor input image pairs at the five poses 
with the base orientations are shown in Figure 11. 
The images were captured for orientation 0 for every 
position. Only for positons 0 and 1 were the images 
captured for orientations 1 to 4. 

4.2 Rectification of Fisheye Images 

In the proposed rectification method a reference 
plane is set to decide which portion of the fisheye 
images should be rectified. The size of rectified 
images is determined by setting a desired depth 
resolution, ݄ , and a threshold for ௦ ௧ , . The 
process introduced in Section 3.4 generates rectified 
images based on the reference plane. Here three 
typical examples are presented. 

Example 1. Dimensions of a reference plane: ݈ோ ൌ
250 ோݓ , ൌ 250 . Pose: ࢀோೝோ ൌ ሺ75, 0, 200ሻ , 

ோೝோࡾ ൌ ሺ0, 0, 0ሻ . Further, ߚ
 is −51.2, ߚೌೣ  = 

49.6, ߰
 = −17.6, and ߰ೌೣ  = 52.3. ݄  and ௧ 

are set to 10 and 2, respectively. Now ௦  is 2.11. 
Because this is larger than ௧, ݄ is updated to 1.3  

so that ௦ is equal to ௧. Then, ݍ is 0.684 and the 
size of the rectified images is 124  172. Generated 
rectified images from 0-rich-0 are shown in Figure 
12(a).  

Example 2. Dimensions of a reference plane: 
݈ோ ൌ 250 ோݓ , ൌ 250 . Pose: ࢀோೝோ ൌ
ሺെ200, 0, 100ሻ, ࡾோೝோ ൌ ሺ0,െ90, 0ሻ. Further, ߚ

 

is െߚ ,ߨೌೣ = ߨ, ߰
 = 50.9, and ߰ೌೣ = 73.1. ݄ 

and ௧ are set to 10 and 2, respectively. Now ௦ is 
2.11. Because this is larger than ௧, ݄ is updated to 
9.49 so that ௦ is equal to ௧. Then, ݍ is 0.297 and 
the size of the rectified images is 152  1232. 
Generated rectified images from 1-rich-0 are shown 
in Figure 12(b).  

Table 1: Target poses and reference plane poses. 

 
 

Example 3. Dimensions of a reference plane: 
݈ோ ൌ 250 ோݓ , ൌ 250 . Pose: ࢀோೝோ ൌ
ሺെ200, 300, 100ሻ ோೝோࡾ , ൌ ሺ0,െ90, 0ሻ . Further, 

ߚ
 is -95.7, ߚೌೣ  = -20.7, ߰

 = 38.9, and 
߰ೌೣ  = 75.4. ݄  and ௧  are set to 10 and 2, 
respectively. Now ௦ is 4.83. Because this is larger 
than ௧, ݄ is updated to 4.21 so that ௦ is equal to 
௧ . Then, ݍ  is 0.228 and the size of the rectified 
images is 184  352. Generated rectified images 
from 3-rich-0 are shown in Figure 12(c). 

Because the reference planes are set close to the 
actual targets in all three examples, the apparent 
shape of the targets on the rectified images are quite 
similar. 

For comparison, another rectification method 
was implemented by referring to Abraham. This 
method rectifies fisheye images of the whole 
projection plane with equal quantization amounts ݍ 
for both the vertical and horizontal directions. Thus, 
the typical difference in the implementation of this 
method and the proposed method is the relation 
between the yaw angles and the horizontal pixel 
coordinates  on the right rectified image according to 

ோூೝሺܲሻݑ ൌ ሺ݂݈ݎሻ൫൫߰ሺܲሻ െ ߰
൯ ⁄ݍ ൯ (9)
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0-rich-0                                             1-rich-0                                             2-rich-0 

    
3-rich-0                                             4-rich-0 

      
0-poor-0                                             1-poor-0                                             2-poor-0 

    
3-poor-0                                             4-poor-0 

Figure 11: Input fisheye images.

For the remainder of this paper, this rectification is 
referred to as the Abraham method. As for the above 
Examples 1, 2, and 3, the Abraham method was 
applied to 0-rich-0, 1-rich-0, and 3-rich-0 and the 
generated rectified images are shown in Figure 13. 
The obtained quantization amount ݍ  was the same 
as with the proposed method with a reference plane 
and the two parameters ݄ and ௧. The sizes of the 
rectified images are 396  768, 628  1232, and 812 
 1604. 

4.3 3D Distance Measurements 

In the rectified images, corresponding pairs were 
identified with a region-based method using NSSD 
(Davison, 1998) as the measure of dissimilarity. The 
necessary parameters are listed here. 

patch_size: the size of the local region where the 
NSSD is calculated. Here it was 21 pixel. 

corr_th: threshold of the dissimilarity for 
acceptance as a matching pair. Here it was 1.5. 

corr_diff_th: threshold of the saliency for 
acceptance as a matching pair. Here it was 0.5. 

max_d: search was performed within this 
distance from the reference plane. Here it was 200 
mm. 
For each pixel in the left rectified image, stereo 
matching is carried out as follows if the 
corresponding light ray crosses with the reference 
plane. Between pixel ሺݑ, ሻݒ  in the left rectified 
image and the pixels in the right rectified images 
that have the same ݒ  and lie between  
൫ݑ െ ሺ݉ܽݔ	_݀ ݄⁄ ሻ൯	and	൫ݑ  ሺ݉ܽݔ	_݀ ݄⁄ ሻ൯ , the 
NSSD was calculated for the local region with a 
size: patch_size  patch_size. If the minimum value 
of the NSSDs is lower than corr_th and the 
differences between the NSSDs of the horizontal 
neighbors are larger than corr_diff_th, the pixel is a 
matching candidate. Using the same process, the 
matching candidate in the left rectified image is 
determined via a reverse searched from the matching 
candidates in the right rectified image. If the found 
pixel is ሺݑ,  .ሻ, the pair is as a matching pairݒ

For the images rectified by the Abraham method, 
the same procedure with the same parameters was 
applied with only one exception: the search area was 
defined as lying between ൫ݑ  ݀ െ ሺ݉ܽݔ	_݀ ݄⁄ ሻ൯  	
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                                                             (a)                                                              (b)                                              (c) 

Figure 12: Rectified images by the proposed method. 

 
            (a)                                                             (b)                                                              (c) 

Figure 13: Rectified images by Abraham method. 

and	൫ݑ  ݀  ሺ݉ܽݔ	_݀ ݄⁄ ሻ൯	by using d, which is 
the disparity on the reference plane. 

For the matching pairs, the 3D location was 
calculated as the crossing point of the corresponding 
left and right rays. 

4.4 Evaluation Criteria 

The total number, TN, is defined as the number of 
the pixels for which the stereo matching was carried 
out. The matching number, MN, is defined as the 
number of matching pairs. The correct number, CN, 
is defined as the number of matching pairs from 
which a 3D location is calculated and for which the 
distance between it and the actual target plane was 
less than the threshold, ݀௧ . The following 
evaluation criteria were used: 

MN/TN, 
CN/MN. 

The actual pose of the target plane was obtained 
from the left and right fisheye images by detecting 
the cross marks,  , that were placed at the four 
corners of the target. The threshold ݀௧ was 10 mm. 

4.5 Experimental Results 

Figure 14 shows the results obtained from the 
fisheye image pairs at the five poses with the base 
orientation. Figure 15 shows the results obtained 
from the fisheye image pairs at pose 0 with the five 
orientations. Figure 16 shows the results obtained 
from the fisheye image pairs at pose 1 with the five 
orientations. Blue represents the results obtained by 
using the proposed rectification method and orange 
represents the results obtained using the Abraham 
method. The + symbols indicate the values of 
MN/TN  100, while the ■ symbols represent the 
values of CN/MN  100. For each input image pair, 
the 3D distances were measured nine times for 
various reference plane positions. The numbers from 
−4 to 4 on the horizontal axis, k, correspond to the 
positions of the reference planes, where 0 is the base 
position, which is the closest to the actual target 
plane. –k means that the reference plane is moved 
toward the cameras along the normal direction of the 
reference plane at (k  25) mm from the base 
position. +k means that the reference plane is moved 
away from the cameras along the normal direction of 
the reference plane at (k  25) mm from the base 

VISAPP 2017 - International Conference on Computer Vision Theory and Applications

316



 
                      0-rich-0                               1-rich-0                              2-rich-0                             3-rich-0                              4-rich-0 

 
                     0-poor-0                             1-poor-0                               2-poor-0                            3-poor-0                             4-poor-0 

Figure 14: Results obtained from the fisheye image pairs at the five poses with the base orientation. 

position. To obtain the results for Figures 15 and 16, 
the same reference plane orientation was used 
independent of the actual orientation of the target. 
Table 1 shows the actual pose of targets and the pose 
of reference planes at the base position. 

Prior to conducting the experiments, the 
following five phenomena were predicted to occur. 
E1. With the proposed method, the results should 

worsen as |k| increases. 
E2. With the Abraham method, the results should 

be almost constant independent of |k|. 
E3. The results of the proposed method should be 

better than ones of the Abraham method when 
|k| is small. 

E4. The results for poor textures should be worse 
than for rich textures; however, for positions at 
which |k| is small, reasonable results should be 
obtained using the proposed method. 

E5. The effect of the orientation difference between 
the target and reference planes should be much 
smaller than that caused by the positional 
difference between the target and reference 
planes. 

Based on the results shown in Figure 14, the 
expectations E1 to E4 are supported as follows. E1 
was true for pose 0. For poses 0, 2, and 4 the results 
for larger k did not worsen and for pose 3 the results 
did not change significantly regardless of the values 
of k. E2 was not true; the results monotonically 
increased or decreased along with the positional 
changes. This seems to be caused by the changes in 
the amount of quantization. E3 held true except for 
pose 2. Figure 17 depicts the changes in Euclidean 
distance on the reference plane corresponding to one 
pixel when the yaw angles are equally quantized on 
the left and right rectified images, as in the Abraham 

method. Figure 17(a) is for pose 0 and (b) for pose 2. 
As seen in Figure 17(a), the Euclidean distances on 
the reference plane corresponding to one pixel were 
quite different between the left and right images; this 
causes the difference in the apparent shape in the 
rectified images even when the target resides on the 
reference plane. Conversely, for pose 2, the 
Euclidean distances on the reference plane 
corresponding to one pixel were almost the same 
between the left and right images, which causes 
apparent shape in the left and right rectified images 
to be similar even when the target is not on the 
reference plane. This causes the results for pose 2 at 
any position using the Abraham method to be almost 
the same as those obtained at position 0 using the 
proposed method. As expected according to E4, the 
results for the poor texture were worse than those for 
the rich texture for both the Abraham and the 
proposed method. For pose 1, which is the most 
challenging configuration for a stereo measurement, 
the CN/MN was less than 25% for the Abraham 
method. Conversely, using the proposed method, the 
CN/MN was greater than 40% for |k| < 2. Figure 18 
shows the results of the 3D distance measurements 
for pose 1 of poor texture. The upper two rows are 
for the proposed method and the lower two rows are 
for the Abraham method. White solid rectangles 
indicate the cameras. The white solid lines show the 
viewing directions of the cameras. Further, white 
dots represent the measured results. Additionally, 
the red squares show the reference planes. 
Estimating whether a real plane does or does not 
exist in the measurement area and estimating the 
pose of the plane if it does exist appears to be 
difficult to achieve from the point clouds obtained 
by the Abraham method. However, from the point 
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                      0-rich-0                              0-rich-1                              0-rich-2                              0-rich-3                               0-rich-4 
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Figure 15: Results obtained from the fisheye image pairs at pose 0 with the five orientations. 

 
                    1-rich-0                               1-rich-1                     1-rich-2                     1-rich-3                      1-rich-4 

 
1-poor-0                      1-poor-1                     1-poor-2                     1-poor-3                      1-poor-4 

Figure 16: Results obtained from the fisheye image pairs at pose 1 with the five orientations. 

clouds obtained by the proposed method for |k| < 2, 
making such an estimation appears to be possible 
with only simple post processing. 

Based on the results shown in Figures 15 and 16, 
E5 is true. 

 

  
                      (a)                                  (b) 

Figure 17: Changes in Euclidean distance on the reference 
plane corresponding to one pixel when the yaw angles are 
equally quantized on the left and right rectified images. 
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Figure 18: Results of the 3D distance measurements for pose 1 of poor texture. 
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5 CONCLUSIONS 

We proposed a new epipolar rectification method for 
fisheye images. It rectifies a portion of the fisheye 
images so that the apparent shape on the left and 
right rectified images becomes similar if a target is 
close to a reference plane. By using the proposed 
method and setting the reference plane appropriately, 
the 3D distances of a target plane can be measured 
using a simple region-based matching method, even 
if the target plane lies within reach of the robot to 
which the cameras are mounted and even if it lies in 
the direction of the extension of the stereo baseline. 
The superiority of the proposed method was 
experimentally compared with another method to 
validate it. 

We are now developing a method to judge the 
existence of a plane and estimate the pose of the 
plane should it exist based on the proposed method; 
this method will be applied for the motion planning 
of a humanoid robot when it needs to contact any 
part of its upper body with the environment to retain 
its balance.  
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