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Abstract: This work presents a robust system for people detection in RGB images. The proposal increases the robustness
of previous approaches against partial occlusions, and it is based on a bank of individual detectors whose
results are combined using a multimodal association algorithm. Each individual detector is trained for a
different body part (full body, half top, half bottom, half left and half right body parts). It consists of two
elements: a feature extractor that obtains a Histogram of Oriented Gradients (HOG) descriptor, and a Support
Vector Machine (SVM) for classification. Several experimental tests have been carried out in order to validate
the proposal, using INRIA and CAVIAR datasets, that have been widely used by the scientific community.
The obtained results show that the association of all the body part detections presents a better accuracy that
any of the parts individually. Regarding the body parts, the best results have been obtained for the full body
and half top body.

1 INTRODUCTION

In recent decades, topics such as the analysis of
video sequences and image interpretation have be-
come increasingly important because of its potential
applications (Poppe, 2010) as security, video surveil-
lance (Reid et al., 2013; Arroyo et al., 2015), smart
spaces or oriented marketing. More specifically, the
detection of people for recognition of their activi-
ties (Martı́nez et al., 2016) is a topic that arouses
a great interest in the scientific community. Within
this context, in this paper we present a work that
implements a robust solution for people detection in
RGB video sequences, specifically focused on video-
surveillance scenarios. This proposal has been vali-
dated using the well known CAVIAR (cav, 2005) and
INRIA (Weinland et al., 2006) datasets, and the main
results are shown in this paper.

There are several works in the literature whose
aim is the robust detection of people in RGB im-
ages. The main works can be divided into three
groups depending on the features used in order to ex-
tract information from the images. The first group
includes the alternatives based on segmentation (Gu
et al., 2009). These works use a prior knowledge of
the background in order to separate it from the fore-
ground corresponding to people that have to be de-
tected. These proposals are not robust against light-
ing changes, dynamic backgrounds or camera move-

ments. On the other hand, there are detectors based on
the Implicit Shape Model (ISM) (Leibe et al., 2005;
Seemann et al., 2005; Wohlhart et al., 2012), but these
alternatives only work properly in high resolution im-
ages. Finally, there are several works based on a
sliding window approach, that obtain a feature vector
for a local region (window) that moves along the im-
age. The extracted features are classified using a pre-
viously trained classifier (Papageorgiou and Poggio,
2000; Viola and Jones, 2004), in order to determinate
if they correspond to a person or not.

Within the sliding window detectors, the selection
of a suitable feature vector is essential in order to ob-
tain correct results. The features used in the state of
the art can be divided into different groups depend-
ing on the provided information. Thus, the main ap-
proaches are the ones based on Histograms of Ori-
ented Gradients (HOG) (Dalal and Triggs, 2005; Zhu
et al., 2006), shape features (Gavrila and Philomin,
1999; Gavrila, 2007), movement features (Viola et al.,
2005), and features based on joints and human body
parts. Among these features, the ones that show
a better performance for people detection are the
HOG (Dalal and Triggs, 2005). However, many of
them only work properly if there are not partial oc-
clusions of people to be detected. The proposal in this
paper avoids this problem, improving the robustness
of the people detector against partial occlusions.

In the last years, they have been published several
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approaches that are able to cope with partial occlu-
sions for objects (Wohlhart et al., 2012; Bera, 2015)
or people detection (Wu and Nevatia, 2005; Shu et al.,
2012; Li et al., 2014; Chan et al., 2015) and track-
ing (Wu and Nevatia, 2006; Shu et al., 2012). These
approaches are all based on parts detection using dif-
ferent alternatives, such as AdaBoost detectors (Wu
and Nevatia, 2005), AdaBoost combined with HOG
features (Li et al., 2014) or Implicit Shape Mod-
els (Wohlhart et al., 2012).

Additionally, and in order to complete the intro-
duction of this work, it has to be pointed out that
in the field of computer vision it is common to use
a public dataset in order to quantitatively compare
the obtained results within the different ones reached
by the scientific community proposals. In this con-
text, there are several datasets that are widely used
for people detection and activity recognition, such as
KTH (kth, 2011; Schuldt et al., 2004), Muhavi (Singh
et al., 2010) or MSR (msr, ; Wang et al., 2012), all of
them described in (Chaaraoui et al., 2012). As men-
tioned before, the proposal hereby presented is vali-
dated using the well known CAVIAR (cav, 2005) and
INRIA (Weinland et al., 2006).

The rest of the paper is organized as follows: Sec-
tion 2 presents the proposal for robust people detec-
tion; detailed experimental results are presented in
Section 3; and finally Section 4 describes the main
conclusions achieved.

2 ROBUST PEOPLE DETECTION

The aim of this stage is determining if there are people
in the image. If so, the detector provides both the
position and size in the image plane for each detected
person. Two steps are included in the people detection
proposal in order to accomplish the partial occlusion’s
robustness pursuit, both of which are described in the
following sections.

2.1 Basic Detector

As it has been explained in the introduction, there
are several approaches for people detection, being the
most widely used those based on a sliding window
and HOG descriptors (Dalal and Triggs, 2005).

The proposal in this work, also uses HOG descrip-
tors (which have demonstrated if efficacy for people
detection) and a sliding window based detector, but it
has been modified in order to increase its robustness
against partial occlusions. In order to do that, the pro-
posal is composed by five different part detectors for
the full body, as well as for the half top, half bottom,

half left and half right parts or the body, as shown in
Figure 1. Any of these detectors have the classical
structure for a detector, including two different mod-
ules: the feature extraction and the classification.

Figure 1: Full body and body parts considered in the detec-
tion stage.

The first stage of each part detector is the feature
extraction. In this stage, the HOG descriptors are ob-
tained for a given input image. This is carried out us-
ing different sizes for the sliding window, depending
on their aspect ratio (related to the full body window
size: 64× 128 pixels). Moreover, HOG descriptors
are obtained for 64 different scales of the input im-
age, in order to detect people with different sizes in
the scene.

• Full body descriptor: obtained with a 64× 128
pixels window, 16× 16 pixels blocks, and 8× 8
pixels cells.

• Half top body descriptor: obtained with a 64×64
pixels window, 16× 16 pixels blocks, and 8× 8
pixels cells.

• Half bottom body descriptor: obtained with a 64×
64 pixels window, 16×16 pixels blocks, and 8×8
pixels cells.

• Half left body descriptor: obtained with a 32×
128 pixels window, 16×16 pixels blocks, and 8×
8 pixels cells.

• Half right body descriptor: obtained with a 32×
128 pixels window, 16×16 pixels blocks, and 8×
8 pixels cells.

Then, a different binary Support Vector Machine
(SVM) classifier is trained for each body part, using
images from INRIA dataset (Weinland et al., 2006),
which includes a set of 64x128 pixels images, each of
them presenting a properly centered person. These
images have been cropped in order to have only a
body part instead of a full person. An example of the
cropped images used for training is shown in Figure 2.

Regarding the SVM parameters, they have been
adjusted experimentally, using k-fold cross valida-
tion. Moreover, different kernels have been consid-
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Figure 2: Example of cropped images used for the training
of each body part SVM.

ered: lineal, polynomial and Radial Basis Function
(RBF), obtaining results for all of them that are pre-
sented and analysed in detail in Section 3.

Once the trained has been performed, the ex-
tracted features are classified using the corresponding
SVM. So, each of the SVM provides, for each de-
tected person, its position and size (width and height)
in the image, as well as the distance of the detec-
tion to the classification hyperplane, which is there-
fore related to the reliability of the detection. These
detections are then associated using a multimodal ap-
proach, that is explained in Section 2.2. A general
block diagram of the proposal, including all the ex-
plained stages is shown in Figure 3.

2.2 Multimodal Detector

The term multimodal is used to qualify a particular
type of the global people detector architecture pro-
posed, based on the detection of different parts of the
same person. Thus, the multimodal detector groups
the detections of different parts, in order to increase
the robustness in detecting partially occluded persons.

To describe the multimodal detector proposed,
the following definitions have to be taken into ac-
count: a set of m detection sub-windows in the image
Br = {bri}m−1

i=0 = {(uri ,vri ,wri ,hri)}m−1
i=0 related to the

general window b = (w
2 ,

h
2 ,w,h), including all men-

Figure 3: General block diagram of the proposal.

tioned sub-windows i.e. bri ⊆ b,∀bri ∈ Br, where
b∗ = (u∗,v∗,w∗,h∗) referees the size of the window
w∗×h∗ centered in the image point (u∗,v∗), as graph-
ically described in Figure 4.

Figure 4: Geometrical relation of the i sub-window and the
general window in the multimodal detection proposal, and
definition of its most important terms.

Each of the k partial detections performed
di k = (uk,vk, fk : bri) is thus related to the i classifier,
and the bri region. In order to perform the grouping
process that allows the multimodal detection, a nor-
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malised version dn
i k, of each di k partial detection, is

obtained through equation (1).

dn
i k = (unk,vnk, fnk : b) (1)

where

unk = uk +
1
fk

(w
2
−uri

)

vnk = vk +
1
fk

(
h
2
− vri

)

fnk = fk

(2)

The grouping process proposed to obtain the mul-
timodal associated people detector is incrementally
performed from all the i = 1, ...,m− 1 partial detec-
tions in matrices Dn

i = {dn
i k}

mi−1
k=0 in the correspond-

ing m Br sub-windows. Thus a new global multimodal
detections matrix Dn is created, initially being just a
copy of the first partial detections one Dn

0, and incre-
mentally including those elements from the next par-
tial detections matrix, with low similarity S(dn

i k,d
n
h)

with all mT increasing number of elements already
in the multimodal detections matrix Dn = {dn

h}
mT−1
h=0 ,

and modifying those with high similarity, till the last
partial detection matrix Dn

m is reached.
The association process mentioned is based on

the Hungarian Algorithm (Kuhn, 1955) and described
in 1, in which the similarity function S for every
dn

i k with k = 0...mi detection element with all Dn =

{dn
h}

mT−1
h=0 , is also defined.

3 EXPERIMENTAL RESULTS

Once the global people detector proposed is detailed
presented, in this section a complete set of results and
its analysis is included, in order to determine the con-
tribution of the different parts of the proposal, i.e. par-
tial detectors and multimodal one and their behaviour
within different types of SVM classifiers.

First, the different kernels considered for the SVM
classifier have been evaluated using a set of test im-
ages belonging to INRIA dataset (Weinland et al.,
2006). 1 presents the precision (ACC) obtained using
the expression in equation 3 where T P is the num-
ber of true positives, FP is the number of false pos-
itives, T N is the number of true negatives and FN is
the number of false negatives.

ACC =
T P+T N

T P+T N +FP+FN
(3)

As it can be seen in table 1, the highest accuracy is
obtained using a RBF Kernel. However, the computa-
tional cost for this kernel increases notably. For linear

Table 1: Precision obtained for each body part detector,
and the multimodal one, using different kernels in the SVM
classifier, for the test set of INRIA images dataset.

ACC Linear Polynomial RBF
Full body 0.9978 0.9931 1.0000
Half top 0.9850 0.9858 0.9980
Half bottom 0.9781 0.9772 1.0000
Half left 0.9844 0.9858 1.0000
Half right 0.9854 0.9850 1.0000
Multimodal 0.9982 0.9951 0.9988

and polynomial Kernels, the multimodal detector has
the highest accuracy. Regarding the body parts detec-
tors, the full body and half top body detectors present
a better performance than the other body parts. Once
the different alternatives have been analysed, the lin-
ear kernel is selected because of its balance between
the accuracy and the computational cost.

The F1 score, defined in equation 4 has also been
computed, and the obtained results are shown in ta-
ble 2. This metric gives information about both, the
precision and recall of the classification algorithm,
and as in the previous case, the body part detectors for
full and half top body are the ones that present a bet-
ter performance. Regarding the multimodal detector
(associating information from all partial detectors) it
shows a F1 score similar to the full body detector one.

F1 =
2T P

2T P+FN +FP
(4)

Table 2: F1 score obtained for each body part detector, and
the multimodal one, using different kernels in the SVM
classifier, for the test set of INRIA dataset images.

F1 Linear Polynomial RBF
Full body 0.9726 0.9755 0.9767
Half top 0.9382 0.9499 0.9534
Half bottom 0.8800 0.9176 0.9212
Half left 0.9178 0.9489 0.9462
Half right 0.9258 0.9468 0.9500
Multimodal 0.9686 0.9825 0.9644

The error rates of the algorithm have also been
analysed bay using DET (Detection Error Trade-off)
graphs, where the x-axis represents the False Accep-
tance Rate (FAR), and the y-axis represents the False
Rejection Rate (FRR) defined in equations 5 and 6.

FAR =
FP

T N +FP
(5)

FRR =
FN

T P+FN
(6)

As in the previous results, the DET graphs are
shown for each single detector, for the multimodal
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Input : All i = 1, ...,m−1 partial detections in matrices Dn
i = {dn

i k}mi−1
k=0

Dn = Dn
0 for i=1:m // For all Dn

i partial detections matrices
do

for k = 0 : mi // For every dn
i k detection in partial detection matrix

do
for h = 0 : mT // Compute S with all dn

h in Dn multimodal detection matrix
do

S(dn
i k,dn

h) = e
−
[(

unk−unh
w
√

fk fh

)2

+

(
vnk−vnh
h
√

fk fh

)2

+

(
f nk− fnh√

fk fh

)2
]

end
S(dn

i k) = argmaxh∈mT (S(dn
i k,dn

h)) //
if S(dn

i k)≥ τ // Modify the similar partial detection di k to be included in Dn

then
dn

h = dn
associated k,h =

[ unk+unh
2 , vnk+vnh

2 ,
√

fnk fnh
]T

end
else

dn
h+1 = dn

i k // Include the dissimilar partial detection dn
i k in Dn

mT = mT +1
end

end
end
Output: Final multimodal detection matrix Dn = {dn

h}mT−1
h=0

Algorithm 1: Association algorithm for the multimodal detector.
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Figure 5: DET graphs for each single body part detector and
the multimodal detector obtained for the lineal SVM.

detector and for each kernel: lineal (Figure 5), poly-
nomial (Figure 6) and RBF (Figure 7). As it was ex-
pected, for the lineal and polynomial SVM, the lowest
error rates are obtained for the full body detector and

the multimodal one, followed by the half top body
detector. On the other hand, the highest error rates
correspond to the half bottom body detector. Thus,
this results confirm that the full body and the half top
body detectors are the part detectors that provide the
highest precision.

Next, figure 8 shows the DET graph for the multi-
modal detector for the three kernels. In this figure, it
can be observed that for the multimodal detector, the
polynomial kernel is the one with the lowest error.

Finally, an example of the different stages of the
detection process is shown. The presented results
are obtained for an image belonging to CAVIAR
dataset (cav, 2005). First, Figure 9. Figure 10 shows
the detections for full body (left) and the top half body
(right) detectors. The detections are then grouped ob-
taining the results shown in fig 11. Finally, all the re-
sults are combined using the multimodal association
algorithm described in Section 2.2, in order to get the
final result shown in Figure 12.

4 CONCLUSIONS AND FUTURE
WORK

As stated in the introduction, the detection of peo-
ple in images and video sequences is still a challeng-
ing task in artificial vision. There are, furthermore,
numerous reasons for its scientific and technological
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Figure 6: DET graphs for each single body part detector and
the multimodal detector obtained for the polynomial SVM.
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Figure 7: DET graphs for each single body part detector and
the multimodal detector obtained for the RBF SVM.

interest, being the main one his big and day by day
increasing applicability. Among all the possible ap-
plications for this kind of technology it is in video
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Figure 8: DET graphs for the multimodal detector for the
three SVM Kernels.

Figure 9: Input image belonging to CAVIAR dataset.

Figure 10: Example of detections obtained for the full body
(left) and the top half body (right) detectors.

Figure 11: Example of detections obtained for the full body
(left) and the top half body (right) detectors once grouped.
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Figure 12: Example of final result obtained after combining
the body part detectors.

surveillance where it presents a greater (mainly eco-
nomic) interest, and thus, this is the focus of the work
hereby presented.

In it, it has been evaluated the feasibility of an au-
tomatic people detection system with monocular im-
ages and without information about the background.
Besides, a pretty good set of results and analysis of
different and new techniques has been included.

This work also makes some important contribu-
tions that keep open some lines of research and devel-
opment related to improvements in people detection
systems. Within these, the following lines must be
pointed out to be taken in consideration as main con-
clusions of the paper:

• New multimodal detectors with basic HOG de-
scriptors. This proposal provides additional infor-
mation to basic detectors that allows a more robust
behaviour in complex situations.

• Mapping of reliability. In addition, this work has
presented a simple way to build reliability maps
of objects detection that have proven to improve
surveillance task.

On the other hand, as a future work already in
process, an improvement in the algorithm computa-
tional efficiency is needed to be applied to video-
surveillance applications, in order to make it run in
real time. With this focus in mind, the proposal pre-
sented can be easily computationally parallelized and
programmable on GPU.
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