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One of the main characteristics of Internet era is the free and online availability of extremely large collections

of images. Although the proliferation of millions of shared photos provide a unique opportunity for cultural
heritage e-documentation, the main difficulty is that Internet image datasets are unstructured. For this reason,
this paper aims to describe a new image indexing scheme with application in 3D reconstruction. The presented
approach is capable, on the one hand to index images in a fast and accurate way and on the other to select
form an image dataset the most appropriate images for 3D reconstruction, improving this way reconstruction
computational time, while simultaneously keeping the same reconstruction performance.

1 INTRODUCTION

Internet era is characterized by extremely large col-
lections of images available over the web that depict
not only contemporary events but also historic inci-
dents and cultural heritage assets. These data are be-
ing captured from individual users and usually are lo-
cated on distributed and heterogeneous databases. Al-
though, the proliferation of millions of shared pho-
tographs provides a unique opportunity for cultural
heritage e-documentation, which includes retrieval,
filtering, indexing and finally exploitation of visual
information, there are limited technological tools and
research methods that meet this purpose.

The main difficulty in using Internet image col-
lections lies in the fact that the stored image con-
tent is unstructured. Simple text-based queries are
inefficient for handling unstructured visual content,
since images’ textual descriptions may be quite dif-
ferent of what they are actually depicting. On the
one hand, human centric textual annotation of images
is an arduous and inconsistent task due to the com-
plexity of visual content and the subjective perception
of humans in interpreting it, and on the other auto-
generated geo-location tags suffer from low precision
since geo-information does not interpret what is actu-
ally depicted.

Our research exploits unstructured Internet im-
age collections stored on distributed multimedia plat-
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forms to obtain e-documentation of cultural heritage
objects through 3D reconstruction. The main diffi-
culty towards this direction is that there are several
outliers, images whose visual content is quite dissim-
ilar with the requested cultural heritage object, in the
retrieved dataset. The existence of outliers deterio-
rates the performance and exponentially increases the
computational time of 3D reconstruction. While there
exists 3D reconstruction algorithms (Wu et al., 2011;
Wu et al., 2012), which present robustness against
noisy data, their computational complexity signifi-
cantly increases with respect to the size of input, mak-
ing direct implementation practically impossible un-
der a cost effective manner. To make things worse,
the volumes of the image data, which are stored over
distributed Web repositories are extremely huge and
varying imposing high computational challenges to
any meta-algorithm that exploits these data for real-
time application scenarios.

To address this difficulty, in this paper, we propose
an incremental structure scheme able to online index,
through the calculation of the visual distance, each
new incoming image datum with respect to already
indexed image volumes in a fast and accurate way.
In this way, we are able to online organize retrieved
image data under a computationally efficient man-
ner. The proposed online indexing structure allows
for an efficient implementation of meta-algorithms
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that can incrementally process big and varying im-
age volumes. In this paper, a content-based filtering
approach is presented suitable for selecting appropri-
ate geometric varying images for 3D reconstruction
purposes. In particular, our approach exploits the on-
line structure indexing mechanisms to appropriately
organize new incoming image data and then adopts
geometric properties in a multi-dimensional image
manifold (maximize the geometric volume of image
points) to select those data that optimize 3D recon-
struction operation.

1.1 Previous Works

Content Based Image Retrieval (CBIR) tools are
based on a visual matching process, in order to re-
trieve images from large repositories. They use image
filtering and clustering algorithms to appropriately or-
ganize images into groups of similar visual proper-
ties discarding, therefore, noisy information. A CBIR
scheme requires the user to provide a query image to
the system. The query image acts as a reference im-
age, whose visual information is encoded. Then, the
system responses by retrieving those images from a
database, that present high visual similarity with re-
spect to the reference one.

Towards this direction Murthy et al. (Murthy
et al., 2010) propose a two stage image retrieval pro-
cedure based on the color properties of a reference
image. Starting from an initial image set, most of
the images are filtered by applying hierarchical clus-
tering. Then, k-means is applied on filtered data to
get better favored image results. However, the effi-
ciency of this approach inherently depends on camera
properties and environmental conditions of the scene
at the time the photo was taken. Chum ez al. in (Chum
etal., 2007) present a system, whose objective is to re-
trieve all instances of a query object in a large image
database. The authors employ, behind visual similar-
ities, a vocabulary tree for indexing and query expan-
sion. Similar to the previous approaches the system
presented by Philbin ef al. in (Philbin et al., 2007)
enables the user to select an object of interest within
a reference image and then it returns a ranked list
of images that contain the selected object. Kekre et
al. in (Kekre et al., 2011) develop image signatures
based on image color properties. Signatures are used
to create clusters which are represented by codebooks
stored in a database. Each new query image is com-
pared against the existing codebooks in order to es-
timate the most relevant visual matching. The main
drawback of the aforementioned approaches is that
they require a reference image or an object of inter-
est to carry out the retrieval process. On the contrary,
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our method eliminates outliers and organizes the re-
trieved results under an unsupervised framework.

Simon et al. in (Simon et al., 2007) focus on vi-
sual clustering implemented through an optimization
approach that selects a number of canonical scene
views for constructing a scene summary. However,
the authors assume that an image set that represents
the scene is pre-constructed. In contrast, our approach
is responsible for creating this set.

Besides, visual information, the description of
“digital born” media is enhanced by textual infor-
mation, such as automatically generated geo-tags and
camera exif data (Yiakoumettis et al., 2014; Doulamis
etal., 2012). The works of (Papadopoulos et al., 2010;
Arampatzis et al., 2011; Kalantidis et al., 2011) ex-
ploit geo-tagging and annotation to improve the re-
trieval performance. Particularly, the work of (Pa-
padopoulos et al., 2010) describes an image analysis
algorithm that automates the detection of landmarks
from large multimedia databases in order to improve
content-consumption experience. The idea of geo-
clustering is also exploited by the work of (Zheng
et al.,, 2009) for retrieving landmark images. This
approach combines geo-information along with hier-
archical agglomerative clustering to obtain dense ge-
ographic clusters. Due to the fact that the retrieved
set contains a lot of image outliers visual clustering is
performed to eliminate noisy images. Agarwal ef al.
in (Agarwal et al., 2011) use geo-tagged images and
assume multiple different views of the same object in
each of these datasets. Then, they create a vocabulary
tree for indexing and query expansion to cluster to-
gether similar images. Although, the aforementioned
approaches are useful for CBIR applications, where
the aim is to extract similar images upon a query, they
present many shortcomings when they apply for 3D
reconstruction scenarios.

1.2 Our Contribution

Initially, the on-line indexing structure is constructed
with the aim to scale large image volumes. For this
reason, a pre-defined number of landmark images are
selected to represent as much as possible the image
data points. Particularly, for every image, local de-
scriptors are extracted to encode its visual content. In
this paper, the ORB (Rublee et al., 2011) descriptor
is utilized. Then, an image graph is constructed the
vertices of which correspond to the images while the
edges to a pairwise image similarity matching. The
cMDS algorithm (Cox and Cox, 2008) is adopted to
relate the pairwise similarity of the images with re-
spect to Euclidean distances. Therefore we are able to
represent an image as a point in a multi-dimensional
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Figure 1: Example of two images that were retrieved by using the textual query “Porta Nigra” and their projection on a 2D
manifold. Their coordinates were computed by using the distance between them, which was established by local descriptor
pair-wise similarity matching. Image A that depicts the monument is positioned in a high density area, while Image B, which

is an outlier, is positioned in a low density area.

manifold. In this multi-dimensional manifold, image
landmarks guarantees that the distance of the new in-
coming image with respect to the remaining indexed
ones is able to be computed both computationally ef-
ficient under a constant time of operations and effec-
tively.

A textual query and/or geo-information are used
to find a subspace in the initial indexed image data
that share the same textual and geo-location informa-
tion. Then, the position of images on the manifold
is a clear indicator of how close the visual content of
two images is, see Fig.1. The distribution of the re-
trieved images on the manifold is expected to form
1) a compact hyperspace on which images depicting
the same object are located and ii) low density areas
containing image outliers. In order to develop a ro-
bust indexing structure image outliers must be elim-
inated. Towards this direction space’s density prop-
erty can be exploited through the application of a den-
sity based clustering algorithm such as SOS (Janssens
et al., 2012). We choose SOS due to its property to
compute the probability that a data point is an outlier.
Outlier probabilities are favorable to unbounded out-
liers scores and to hard classification of data, because
they allow to select an appropriate and rational thresh-
old for outliers selection.

Having discriminated image data to the compact
subspace against the image outliers, the next step is
to incrementally extract a set of images that are most
suitable for 3D reconstruction. A 3D reconstruction
engine exploits different geometric perspectives of an
object. For this reason, redundant information can be
considered as those images presenting similar geo-
metric views of the object to be reconstructed. The
incremental set creation enables us to feed the 3D re-
construction engine with the minimum required num-
ber of appropriate geometric views of an object so as
to achieve a targeted precise reconstruction at a given
scale. The selection technique is based on the fact
that the volume contained by a simplex formed by

the most representative images is larger than any other
simplex volume formed by any other combination of
images (Winter, 1999).

The rest of the paper is organized as follows: Sec-
tion 2 presents how images are modeled as points on a
multi-dimensional manifold. Section 3 focuses on the
indexing structure and Section 4 describes the repre-
sentatives selection technique. Section 5 presents the
experimental framework and Section 6 concludes this
work.

2 IMAGES AS
MULTI-DIMENSIONAL
MANIFOLD POINTS

This section presents our approach to encode visual
information of an initial retrieved image dataset. We
assume that N images, IV, 1®) . ™) are retrieved
from web multimedia repositories using geo-location
information and textual metadata. Initially, through
the adoption of local visual descriptors we represent
images’ content and then we formulate the similar-
ity/distance between pairs of images. Finally, by
exploiting cMDS algorithm we relate the space of
distances with the space of Gram matrices, which
are used to compute image coordinates onto a multi-
dimensional manifold over which each image is rep-
resented.

2.1 Geometric Invariant Visual Content
Modeling

In this paper, we choose to use ORB descriptor
(Rublee et al., 2011) for encoding images’ visual con-
tent. Our choice is justified by the fact that, on the one
hand, ORB performs better than SURF (Bay et al.,
2006) and, on the other, it performs as well as SIFT
(Lowe, 2004), while being almost two orders of mag-
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Figure 2: (a) Images projected in a 2D manifold. Their coordinates were computed by using their pair-wise distances. (b)
Inliers were selected as landmarks and defined a new 2D subspace. (c) New samples (red triangles and green circles) are
indexed/projected according to landmarks. Green circles correspond to new samples denoted as inliers, while red triangles
correspond to new samples denoted as outliers. New samples that fall into the region of influence of centroid or a landmark
are denoted as inliers. In the first case the indexing structure remains as it is, while in the second it is updated.

nitude faster. ORB builds on the FAST keypoint de-
tector (Rosten and Drummond, 2006) and the BRIEF
descriptor (Calonder et al., 2010) and addresses their
limitations by adding an accurate orientation compo-
nent to FAST and by incorporating a method for de-
correlating BRIEF features under a rotation invariant
framework.

To be more specific, for each image pixel p,,
which has been denoted by FAST detector as a cor-
ner pixel, a bit-string is adopted from a set of n bi-
nary tests 7 = {71, T2, -+ , T, }, where n is a predefined
scalar parameter of the algorithm. The »n binary tests
take place in an image patch /(p.) around pixel p, as
follows:

1 if I(r) >1(q)
0 if I(r) <I(q)

In Eq(1), variables g, r stands for two pixels within the
patch I(p.), while I(q) and I(r) correspond to image
intensities at pixels g and r respectively. Based on the
outcome of the n binary tests a feature that describes
the patch /(p.) of image I is constructed as:

Ti(l(pe)sq,r) = { ¢))

) =Y 2 p)ia ). @
i=1

By utilizing the intensity centroid corner orientation
measure (Rosin, 1999) the orientation angle 6(I(p.))
of the patch /(p.) can be computed as:

8(I(pc)) = arctan(mo1 (I(pc)),mio(I(pe)))s 3)

where mo; (I(p.)) and mio(I(p.)) stands for the raw
moments of the patch I(p,).
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The projection of the feature vector f,gl) (I(pc)) of
Eq.(2) onto the angle 6(I(p.)) results in a rotation in-

variant binary representation vector, <p£ll)(l (pe)), of
patch /(p.). Then, the visual content of an image /
is represented by a matrix ®() € {0,1}5>":

o =l (1(p1)) - WU, @

where K is a predefined scalar parameter of ORB de-
scriptor algorithm and stands for the number of de-
tected keypoints in an image.

2.2 Formation Image Graphs

For estimating visual similarity between two images,
A and B, their correspondent points have to be com-
puted. Correspondences can be estimated by per-
forming a nearest-neighbor keypoints matching algo-
rithm between every pair of images. Due to the fact
that ORB keypoints are described by a binary pattern,
multi-probe LSH (Lv et al., 2007) is used exploiting

the Hamming distance, Dy.
(4)

which is described by the vector ¢£,A)(l (pi)). Then,
the most relevant keypoint kﬁf) of image B with re-
(4)

Let us denote as k;"’ the i’ keypoint of image A,

spect to the k; is obtained by the following relation:
. . A B
ji = argmin (D (i (1(p1). 91" (1P 1)) (5)
J=12,..

Having detected all correspondent points between
two images A and B we can form a set

MA—B) — {(ka),ki'?)”i: 1,2,..K} (6)



Online Indexing Structure for Big Image Data used for 3D Reconstruction

that contains all keypoints kEA), k=1,2,...,K along
with the correspondent points k;?).
For every pair of images in the dataset, a two-way

matching is performed. The set of final matches,
MAB) — pg(A=B) A py(B=4) 7

between images A and B is defined as the intersection
of the sets MA—B) and M(B—4),

Two-way matching compensates inconsistencies
caused by the fact that the nearest neighbor of an ex-
tracted keypoint in image A may be different from the
nearest neighbor of the correspondent keypoint in im-
age B.

Using the MA5) set, we define a visual similarity
metric between images A and B as:

M)
K )

Si=A,j=B = (8
where |M“4B)| refers to the cardinality of M(4-B) set.
The output of the aforementioned process for N
images is an N X N symmetric matrix S with elements
sij € [0,1], i,j = 1,2,...,N. Variable s;; takes value
close to zero for two quite dissimilar images and close
to one when two images are similar. As D we denote
the log version of matrix S so as to similar images
receive close to zero while quite dissimilar very high
value;
D = [dij] = —IOg(S). (9)

D is an N x N symmetric matrix with non negative
elements and zeros on the main diagonal.

2.3 Image Graph Projection onto
Multi-dimensional Manifold

Let us denote as () € R¥ the coordinates of i’ im-
age in the py-dimensional space. The space is de-
fined such that the norm between two points of the
space, represented by the coordinates () and /),
should be equal to their respective image distance,
dij = —log(s;j), defined in Eq.(9). The coordinates
of all N images in the dataset can be compactly repre-
sented by a matrix X;

X =[z") x?) -

If we define the Gram matrix B = X - X7 of im-
ages coordinates, then cMDS algorithm can be used
to establish a connection between the space of the dis-
tances and the Gram matrix B based on the following
theorem (the proof can be found in (Cayton, 2006)).
Theorem 1. A non-negative symmetric matrix D €
RN*N with zeros on the diagonal, is an Euclidean
distance matrix if and only if B = —%H DH, where

(™7 e RV (10)

H=1- %llT, is positive semidefinite. Further-
more, this B will be the Gram matrix for a mean cen-
tered configuration with interpoint distances given by
D.

In cases where dissimilarity matrix D is not Eu-
clidean the matrix B as described by the above the-
orem will not be positive definite, and thus will not
be a Gram matrix. To handle such cases, cMDS algo-
rithm projects the matrix B onto the cone of positive
semi-definite matrices by setting its negative eigen-
values to zero. In order to get matrix X, the ma-
trix B is spectrally decomposed into B = UVU’
and then X = UV''/2. If we denote as g; and A; for
i=1,2,...,N the eigenvectors and eigenvalues of B,
then matrix U is a square N x N matrix whose i'’* col-
umn is the eigenvector g; of B and V' = [v;;] is the di-
agonal matrix whose elements v;; are the correspond-
ing eigenvalues, i.e. v; = A;. Finally the dimension u
of the multi-dimensional space is equal to the multi-
plicity of non-zero eigenvalues of matrix B.

3 THE ONLINE IMAGE
INDEXING STRUCTURE

The number of available images stored on Internet
multimedia repositories is continuously increasing.
For this reason, the proposed method focuses on cre-
ating an indexing structure capable to process online
new retrieved images other than those included in the
initial dataset. However, in order to develop a robust
indexing structure, we must eliminate image outliers
and form a set that will contain only the visually sim-
ilar images.

By using the representation of images as points
onto an u-dimensional space, we can intuitively note
that outliers must reside to low spatial density areas,
whereas visually similar images must form areas of
high spatial density. Exploiting the density property,
or in other words, the affinity between image points,
the pu-dimensional manifold must be partitioned into
two disjoint subspaces, C and C, such as all visually
similar images belong to ( and all outliers to (.

3.1 Affinity-based Partitioning

An affinity-based approach for selecting outliers is the
SOS algorithm (Janssens et al., 2012). This algorithm
employs the concept of affinity to quantify the rela-
tionship from one image point to another. Based on
this relationship an image point is denoted as outlier
when all other points have insufficient affinity with it.

By using the distance, d;; defined in Eq.(9), be-
tween image points z® and V), the affinity between
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these points can be defined as:

{e(dl.zj/ZO'iz) if i# j
oy = ) Y
0 ifi=j

where 67 is scalar variance associated with image
point x(). As shown by Eq.(11) an image point has
no affinity with itself and the affinity that the point
2 has with point xl) is proportional to the prob-
ability density at (/) under a Gaussian distribution
A (x"),67). For determining the variance 67 for each
image point, SOS uses an adaptive approach. Con-
cretely, it employs the perplexity parameter /s, which
is used to set adaptively the variances in such a way
that each point has & effective neighbors (Hinton and
Roweis, 2002). At this point it has to be mentioned
that & is the only parameter that SOS algorithm re-
quires to be pre-defined.

Unlike to distance matrix D), the affinity matrix
A = [a;] is not symmetric. By using the affinity dis-
tribution av; = [0;; Ay ... Ay ] for the point z, adis-
crete probability distribution b; that shows the prob-
ability that point () chooses any one of the other
points as its neighbors, is defined as

o
kN:l ik
The probability distribution b; corresponds to the nor-
malized affinity o;.

After the estimation of probability distribution b;
the probability the image point ! to be denoted as
outlier can be estimated by the following theorem (the
proof can be found in (Janssens et al., 2012)).
Theorem 2. If o; is the affinity that data point ¥
has with data point z) and bjj is the normalized
affinity between these two points, then the probabil-
ity that data point ) belongs to the outliers class,
C, is given by:

p(x? e ) =[](1-bj). (13)
J#
The above theorem states that the probability that
an image point ) belongs to the outliers class, C,
is the probability that this point is never chosen as a
neighbor of the other image points.
For N images, the output of SOS algorithm can be
compactly represented by a vector p € RV,

p=p@Ve0) .. pe™MecO). 14
Using Eq.(14) the set Q that will contain the coordi-
nates of the inlier images can be defined as

Q={z" |pi<0} for i=1,2,..N.  (15)

In Eq.(15) p; stands for the i element of p and 9 is
a probability threshold to discriminate image outliers
than inliers.

bi = [bi1 bip ... biy] where b;; = (12)
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3.2 Indexing Structure Initialization

Let us define the set £ = {z®) | () € Q}, which
contains visual similar images’ coordinates onto the
multi-dimensional space. The image points z e r
act as landmarks that determine if a new image / must
be denoted as inlier or outlier. The elements of L de-
fine a space with a centroid, ¢, whose coordinates are
x(©). Regions of influence are defined around the cen-
troid and each one of the landmarks. The region of
influence of centroid, R, is defined as

Re(@,re) = {z | (z—2) (@—2l)) <r}, (16)

where r. = max{||z(©) — 2|, | ) € £}. In a sim-
ilar way is defined the region of influence of a land-
mark )

Ri(@",r) ={z | (x—2) (x— =) <r}. (17
In this case r; is defined as

ri = min{ ||z — 2|, | 9 V) € £ and i # j}.
(18)
Regions of influence are used, as described in the next
subsection, for classifying new retrieved images as in-
liers or outliers.

3.3 Online Image Indexing

Let us assume that a new image, [ is retrieved. We
define the set Q; as:

Q={1" 2" e} (19)

The distances between I and each one of the images
1) ¢ @ are computed by the method described in
Section 2.

In order to index the new image I, it has to be
projected onto the multi-dimensional geometric space
defined by images belonging to Q;. Let & be the co-
ordinates of image  after its projection onto the multi-
dimensional space. The objective of assigning coordi-
nates to image / is to minimize the distance distortion
given by the following relation:

eI D = d(1V 1)~ |&D —2D|, | (20)

d(I)I) is the distance between images I) and [
computed by Eq.(9) and || - || refers to the L?-norm
of a vector. Eq.(20) measures distance distortion by
the absolute error.

The problem of assigning coordinates to image
can be seen as a typical optimization problem where
the following objective function is minimized.

L
argmin Ze(1<i),D2 20
2 i=1
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For estimating the optimal coordinates D we used
simplex downhill method. The time for projecting
a new image onto an u-dimensional space is deter-
mined by the simplex downhill method. In general
simplex downhill with an objective function g takes
O(mD x f(g)) time, where f(g) is the cost to evaluate
g, D is the number of dimensions and m the number of
iterations. In our case, we have D=pand f(g) =L-u,
where L stands for the cardinality of Q. The second
equation holds because we need to calculate the dis-
tances between image [ and each one of the images
1Y) € @ in an y-dimensional space. In all, the time
complexity for indexing a new image is O(mLu?).

Having defined the regions of influence for the
centroid and each one of the landmarks (Sgbsection
3.2), a new image, I with coordinates i(l), is de-
noted as inlier only if PUNS R, or PUNS R; for some
i=1,2,...,| L], where | £]| stands for the cardinality of
set L.

it 20 € R, the L set remains as it is, while Q
and Q; sets are updated according to the following
relation:

Q:=Qua¥) and Q:=qui (22

if &0 e R; for some i = 1,2,...,|£| and &0 & R, the
sets Q and @ are updated according Eq.(22), but in
this case the set L is also updated as:

L£:=rUzD —min{|z? — 2|, | 29 € L} (23)

This adaptation takes place for taking into consider-
ation new images visual content, while at the same
time keeping constant the number of landmarks.

4 REPRESENTATIVE OBJECT
GEOMETRIC PERSPECTIVES

After the creation of Q and Q;, we need to select the
most representative images corresponding to differ-
ent geometric perspectives of the cultural heritage ob-
ject under 3D reconstruction. The representative im-
ages are fed as input to a 3D reconstruction algorithm
to improve computational time while simultaneously
keeping the same reconstruction accuracy.

4.1 Representatives Selection through
Simplex Volume Expansion

We assume that the u-dimensional volume formed by
a simplex with vertices specified by the points of the
most representative images should be larger than that
formed by any other combination of image points. Let
us denote as v the i representative image point,

as B the number of representative images required to
generate, as Qg = {1V, v? .. vB)) C Q the set
that contains the representative images’ points and
as w/) the row vector that equals to v — M) for
Jj=2,3,...,8. Then the volume, V(Qg), of the sim-
plex whose vertices are the points () fori=1,2,...,p
can be computed as:

V(Qe) = |det(WWT)|!/2

(B-1)!

where W is an ( — 1) x p matrix whose rows are the

(24)

row vectors w(/),

For estimating the most representative images, ini-
tially the set Qg is constructed by randomly selecting
B images from set Q and calculate the volume of the
simplex formed by the elements of Qg. Then, an it-
erative approach is adopted to test every image in the
set Q as a candidate representative. To be more spe-
cific, each one of the image points of Qg is replaced,
one at a time, with an image point & from Q that is
being tested as candidate representative. Then, the
algorithm evaluates if replacing any of the elements
of Qg with the image point being tested results in a
larger simplex volume. If this is true, let’s say for the
point vl e Qg, then the v) point is replaced by the
image point & and the process is repeated again until
each image from Q set is evaluated.

For making the selection method scalable to large
datasets, we follow an incremental approach. Let us
assume that [} representatives are known. Then, the
problem of selecting B+ 1 representatives can be re-
duced to finding B+ 1 representatives given [ of them.
This way, only the volumes of simplices formed bythe
elements of the sets Qg Uz(") for () € Q need to be
evaluated.

S EXPERIMENTAL RESULTS

In the framework fo this research, we have collected
from Internet image repositories images depicting dif-
ferent cultural heritage monuments, such as Porta Ni-
gra in Germany, Parthenon in Athens and Descobri-
mentos in Lisboa. All these images have been gath-
ered with respect to their textual annotation and geo-
information regardless of the actual type of content
they depict. Thus, for each cultural heritage category,
a large number of image outliers are encountered.

The evaluation of the presented approach took
place in regard to indexing, in terms of accuracy and
time complexity, as well as to 3D reconstruction ac-
curacy after the selection of the most representative
images. The algorithm was developed in Python and
executed on a conventional i5 CPU laptop.
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Figure 3: Diagram (a) shows the ratio of right denotations of new images as inliers or outliers in regard to the number of
landmarks, while diagram (b) presents the time required to classify a new image. Diagram (c) shows the projection error
when assigning coordinates to new images in regard to the number of dimensions of the space onto which the images are
projected. The time required to project a new image onto the multi-dimensional space is presented in (d).

5.1 Indexing Evaluation

In order to evaluate indexing mechanism, we created
an indexing structure using a varying number of land-
marks. Then, we manually selected one hundred out-
lier images and one hundred inlier images. These im-
ages are fed to the indexing mechanism in order to
be classified. Two different versions of the algorithm
were tested; using a fixed indexing structure and an
adaptive indexing structure. In the first case, the in-
dexing structure remains fixed, while in the latter the
adaptation mechanism is enabled and the set of land-
marks is updated in order to include new images vi-
sual information.

Diagram (a) of Fig.(3) presents the ratio of right
denotations of new images as inliers or outliers in re-
gard to the number of landmarks, while diagram (b)
at the same figure shows the time required to classify
a new image. The version that uses the adaptive in-
dexing structure is presented to outperform the one
that uses the fixed structure, due to the fact that it ex-
ploits visual information of new images. However it
requires more time to classify a new image, as it needs
extra time to adapt the indexing structure.

Diagrams (c) and (d) of Fig.(3) present the pro-
jection error when assigning coordinates to new im-
ages and the time required to project a new image
in regard to the number of dimensions of the space
onto which the images are projected. The parame-
ter n in x-axis refers to the number of dimensions of
the space. In this case parameter n was set to 100
at the same value was set and the number of land-
marks used by indexing structure. As shown in dia-
gram (c) the projection error is constantly decreasing
as the number of space dimensions is increasing. In
diagram (d) the time required to project a new image
onto a multi-dimensional space is increasing as the
number of space’s dimensions is getting larger. This
is aligned with the time complexity analysis presented
in subsection 3.3.
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5.2 Representatives Selection
Evaluation

For evaluating our representatives selection approach,
we used expert’s assessment in order to select from
the set Q that contain the visual similar images the n
most appropriate for 3D reconstruction: i.e. images
correspond to different views of the under reconstruc-
tion object.

The set of visually similar images contained N
elements, and we selected n = N/5 of them as the
most representatives, set Q. Then, we asked from
our representatives selection algorithm to extract n/3,
2n/5, 3n/5, 4n/5 and n images from the set Q. The
set of extracted images are denoted as Q, where
i € {n/5,2n/5,3n/5,4n/5,n} In this framework re-
construction accuracy is defined as A = |Q,N Q| /| Q|
where |- | represents the cardinality of a set. By the
definition of reconstruction accuracy is obvious that
for the cases of n/5, 2n/5, 3n/5, 4n/5 and n extracted
images, the maximum reconstruction accuracy that
can be obtained is 20%, 40%, 60%, 80% and 100%
respectively.

Furthermore, we compared our representative se-
lection algorithm with two well known algorithms; K-
Means and spectral clustering using normalized cut
and min cut. We request from K-Means and spectral
clustering algorithms to partition the set Q into n/5,
2n/5,3n/5, 4n/5 and n clusters. Then, from each one
of the clusters we selected as representative image,
the image that belongs to Q and is closer to centroid
than the rest images of the same cluster.

Evaluation results are shown in Fig.(4). As the
number of cluster is getting larger, the performances
of K-Means and spectral clustering is increasing. This
is justified by the fact that as the number of clusters
is increasing, each one of them contains fewer ele-
ments and thus the probability to select the true rep-
resentative is increasing. However, our approach out-
performs both algorithms in all cases. Fig.(5) shows
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Figure 4: This figure presents reconstruction accuracy in regard to the number of selected representatives.

(d)

®

Figure 5: (a) - (e) show reconstruction results for ”Porta Nigra” by selecting n/5, 2n/5, 3n/5, 4n/5 and n images using our
representatives selection approach. (f) shows reconstruction when all images selected by an expert were used.

reconstruction results for ”Porta Nigra” by selecting
n/5,2n/5,3n/5,4n/5 and n images using our repre-
sentatives selection approach.

6 CONCLUSIONS

This paper presents an image indexing approach with
application to 3D reconstruction, which is capable to
index new images in a fast and accurate way.

Given a set of images, local descriptors are used
to encode images’ visual content, which, then, is used
for estimating a similarity metric between images.
This results in the construction of a similarity matrix.
Using this similarity matrix images are represented as
points into a multi-dimensional space. Exploiting im-
ages’ coordinates the indexing structure is initialized
by eliminating outliers and forming a set of visually

similar images. Then, based on the indexing struc-
ture, each new retrieved image can be denoted online
as inlier or outlier. Furthermore, an accurate algo-
rithm is described for selecting the most appropriate
images for 3D reconstruction; i.e. images that depict
different views of the same object.
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