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Abstract: In time series analysis, the trend extraction – detrending is considered a relevant step of preprocessing, 
where occurs the transformation of nonstationary time series in stationary, that is, free of trends. Trends are 
time series components that need be removed because they can hide other phenomena, causing distortions in 
further processing. To helping the decision making, by researchers, about how and how often the time series 
were detrended, the main contribution of this paper is semantically enriching this step, presenting the 
Detrend Ontology (DO prefix), designed in a modular way, by reuse of ontological resources, which are 
extended for modeling of statistical methods applied for detrending in the time domain. The ontology was 
evaluated by experts and ontologists and validated by means of a case study involving real-world 
photometric time series. It is described its extensibility for methods in time-frequency domain, as well as the 
association, when applicable, of instances with linked open data from DBpedia semantic knowledge base. 
As result of this paper, stands out the semantic enrichment of a relevant step of the analysis, contributing to 
the scientific knowledge generation in several areas that analyze time series. 

1 INTRODUCTION 

Time series (Chatfield, 2004) are observational data, 
obtained usually at regular intervals of time, in 
several knowledge areas. Time series can present 
four main components (Spiegel, 1985): seasonal, 
cyclic, irregular (noise or aleatory) and trends.  

The trend component is the focus of this 
research, characterizing changes in the statistical 
measures of the nonstationary time series (which 
presenting trends), such as in the mean and/or 
variance/covariance, constituting long term 
movements. In the frequency domain, the trend is 
considered as a low-frequency component (Chandler 
and Scott, 2011).  

Trends need be extracted from time series 
because they can hide other phenomena, as well as, 
if it does not occur the trend extraction step – 
detrending (Alexandrov et al, 2012), large 
distortions can occur in the further processing of 
probability density, correlation and spectral 
quantities, according to (Bendat and Piersol, 1986). 

In an analysis process, usually, the time series 
analysis consists of two phases (Wu et al, 2007), 
preprocessing and analysis of data. In the 

preprocessing phase, occurs the trend extraction 
step, where several statistical methods can be 
applied for its correction.  

The semantic knowledge, by researchers, about 
how and how often the stationary time series (free of 
trends) were detrended is relevant to decision 
making in an analysis process, as well as contributes 
to the choose of other statistical methods that can be 
applied for best results. However, the knowledge 
about the applicability of detrending methods is not 
always explicit and easy to interpret. 

Time series can be semantically enriched using 
metadata - data about data. Nevertheless, these are 
free text and they can generate ambiguity in the 
generated data, as well as they can be insufficient to 
semantically enriching the detrending process. 

Another way of generate semantic knowledge is 
by means of Ontology Web Language - OWL 
Ontologies in the Semantic Web context (Berners-
Lee et al, 2001) which allowing semantically to 
enrich the time series, enabling logic inferences and 
interoperability, contributing to the understanding of 
the methods used and its applicability in the 
algorithms.  

The main contribution of this paper is to present 
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as the detrending step of time series analysis can be 
semantically enriched by means of the definition of 
an OWL domain ontology, developed from a 
modular design, considering the reuse and the 
extension of ontological resources, doing the 
association with the DBpedia knowledge base 
(DBpedia, 2015) and promoting semantic 
interoperability.  

The Detrend Ontology (DO) defined is combined 
with the Time Series Provenance Ontology (de 
Souza et al, 2014b) and with a provenance model for 
generating information about time series 
provenance, detrending methods and which agent 
and processes were applied in time series (de Souza 
et al, 2014a), contributing to improve the decision 
making about a relevant step of time series analysis 
(de Souza et al, 2014c).  

Beyond this introduction, this paper presenting 
more four sections. The second section describes the 
theoretical foundation. The third section reports the 
methodology and presents the main contribution of 
this paper, describing the evaluation and validation 
in a real-world case study and its extensibility. In the 
fourth section are described and compared the 
related works. Finally, are presented the conclusions 
and future researches. 

2 THEORETICAL FOUNDATION 

Ontologies (Guarino, 1998) allow representing the 
knowledge in a structured way, enabling logic 
inferences by means of reasoners as Pellet; creation 
of rules in Semantic Web Rule Language - SWRL 
Language; and the development of queries in 
SPARQL Protocol and Resource Description 
Framework Query Language - SPARQL Language. 
OWL is the language used for development of 
ontologies in the Web, being used the OWL-DL 
version, based on Descriptive Logic (DL).  

An ontology is formed by classes, instances and 
relationships. A class is a set of individuals or 
instances, sharing commons characteristics. A 
relationship allows the association between classes.  

The association, when applicable, of instances 
with the DBpedia knowledge base (DBpedia, 2015) 
allows semantic interoperability and the generation 
of more knowledge from the linked open data in the 
Semantic Web. 

Several detrending software using different 
statistical methods can be used for trend extraction. 
The time series analysis can be done using methods 
in its usual domain, that is, in the time domain or, in 
the frequency domain, where the trend component is 

analysed on the all signal and information about 
time domain are lost. Also the analysis can be in the 
time-frequency domain, considering both domains 
(Meinl, 2011).  

One of possibilities for trend extraction is to use 
statistical methods that allow its estimation, which is 
extracted from time series. Among the methods that 
can be used with this objective in time domain, stand 
out the parametric methods, such as linear, nonlinear 
or multiple regression analysis (Hair et al, 2010), or 
nonparametric methods, such as nonparametric 
regression, based on some form of time series 
smoothing (Shumway and Stoffer, 2006). Other 
methods used for its extraction include the use of 
digital filters (Chandler and Scott, 2011). 

3 DETREND ONTOLOGY 

The Ontology Development 101 (Noy and 
McGuinness, 2001) and Neon Methodology 
(SuarézFigueroa et al, 2012) were used 
complementarily for the development of the domain 
ontology. The Neon Methodology allows the choice 
of nine alternatives scenarios, including specific 
scenarios to describe the reuse of ontologies and 
semantic declaration, presenting detailed steps for 
the development of the ontologies, as well as allows 
the use of a modular design. For development of the 
DO Ontology, besides of the Scenario 1, also were 
used the Scenario 3 for reuse of ontological 
resources and the Scenario 8 for its restructuring.  

For its development, was considered the reuse of 
semantic declarations from Semantic Web for Earth 
and Environmental Terminology - SWEET 
Ontology (SWEET, 2015) and the 
StatisticalAnalysis Ontology (Statistical Analysis, 
2015) was used and extended for modeling of other 
detrending methods. 

According to Neon Methodology, it was 
elaborated the Ontology Requirements Specification 
Document – ORSD, describing the ontology 
proposal, scope, implementation language, users and 
requisites. The competence questions were divided 
in groups, including questions related with 
parametric and non-parametric methods. 

About the reuse of ontological resources, to 
modeling of software and parameters, the following 
ontologies were analysed: i. The Software Ontology 
(SWO Ontology, 2014); ii. Core Software Ontology 
(CSO Ontology, 2014); Core Ontology of Programs 
and Software (Lando et al, 2009); EvoOnt - A 
Software Evolution Ontology (EvoOnt, 2014 and 
SEON - Software Evolution ONtologies (Seon, 
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2014). For other modeling, the following ontologies 
also were analysed: i. ACM Ontologies (ACM 
Ontologies, 2014); Semantic Web for Earth and 
Environmental Terminology (SWEET, 2015); 
Ontology Computer Science for Non-Computer 
Scientists (CSnCS Ontology, 2014); 
reprMathStatistics Ontology (reprMathStatistics 
Ontology, 2014) and Sciflow: A Scientific Workflow 
Ontology (Sciflow, 2014). By observed reasons, the 
above ontologies were not considered for reuse and 
extension, including the analysis of experts.  

The ontology called StatisticalAnalysis.owl 
(Statistical Analysis Ontology, 2015) is imported, 
which is extended for modeling of statistical 
methods and its applicability in detrending 
algorithms.  

For the extension of the ontology, it was done a 
search in glossaries, vocabularies, nomenclatures 
and norms. About the definition of the concepts, the 
same were described from bibliography of the area. 
The following references also were analysed: i. 
Glossary Of Statistical Terms (OECD Glossary, 
2014); ii. Terminology on Statistical Metadata 
(TerminologyonStatisticalMetadata, 2014); iii. 
International Statistical Institute (ISI, 2014); 
Statistics Glossary (STATS, 2014); Statistical 
Techniques in the Data Library: A Tutorial 
(StatTutorial, 2014); ISO Norms (3534-1:2006, 
3534-2:2006 e 3534-3:1999) (ISO Norms, 2014); 
Norma Brasileira ABNT NBR ISO 3534-1. 1a. Ed. 
2006 - 2010 (Norma Brasileira, 2014); DCMI Type 
Vocabulary (DCMI, 2014), from this was created 
and defined the (dcmitype:Software) class, which is 
extended using the ACM Taxonomy (ACM 
Taxonomy, 2014) to modeling of the programming 
languages. 

Some facts were analysed and considered in the 
modeling of the DO Ontology. In the preprocessing 
phase of time series analysis, the researcher can 
observe the time series components in an isolated 
way, applying specific methods for correction of 
certain component. In the case of the time series 
present the irregular component in an excessive way, 
can be necessary the use of a filter method for its 
correction, process called denoising.  

The DO Ontology considers also this scenario, 
where the time series can be corrected from the 
noise. Thus, were modeled the algorithms and 
software that can be used for this purpose. 

In preprocessing phase, a same method can be 
used for more once task (Alexandrov et al, 2012). 
For example, the Singular Spectrum Analysis – SSA 
method (Vautard and Ghil, 1989) can be used to 
trend extraction, denoising, prevision and change-

point detection. Likewise, other filter methods can 
be used, both to detrending and to denoising 
(Flandrin et al, 2004). According to Meinl (2011), 
the smoothing methods and denoising sometimes are 
used as synonymous. However, the smoothing 
denotes the removal of irregulars detail (shark’s 
fins), producing a smooth version of raw time series. 
Denoising aims the noise removal (short term 
changes with low amplitude), from time series that 
does not necessarily results in a smooth signal, 
according to Meinl (2011). 

Aiming to model this scenario, are described 
algorithms and software of detrending and 
denoising. The filtering algorithms remove the noise 
of time series and the detrending algorithms are 
related with the estimation and/or removal of trends 
from time series. The Classes Diagram (Figure 1) 
shows the main classes of the DO Ontology. 

From reuse of (math:NumericalEntity), 
subclasses (solu:Solution) and (solu:Algorithm), are 
created the classes (do:PreprocessingAlgorithm) and 
subclasses of filtering and detrending algorithm. 
From reuse of (dcmitype:Software) class, it is 
created the subclass (do:PreprocessingSoftware) and 
its subclasses of detrending and filtering software. 
These algorithms/software can be a version of other 
algorithms/software, modeled according to an auto-
relationship in the respective class. 

In DO Ontology, it is considered that a same 
method can be used to realize more once task in the 
time series, thus are created the classes 
(do:TimeSeriesCorrectionMethod), describing the 
methods and the 
(do:AlgorithmMethodApplicability), to describe the 
applicability of the method in certain algorithm. To 
exemplify, the (do:Moving Average) class related 
with the moving average method, it can be used in 
an algorithm to denoising task, constituting, in 
frequency language, a filter that allows to pass the 
low-frequency component as the trend, removing the 
high-component that is the noise. This method also 
can be used in an algorithm to nonparamentric trend 
estimation, where the fluctuations are considered 
belonging to trend, according to (Chandler and 
Scott, 2011).  

This choice depends on context, considered in 
ontology modeling, being possible to declare the 
method and which is its applicability in the 
respective algorithm. The objective of this modeling 
it is to facilitate the understanding about the method 
used and what was done in the time series with its 
application. The (do:Domain) class is related with 
the domain of the methods, where the instances are 
associated  with  the  DBpedia as  means of semantic 
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Figure 1: DO Ontology Classes Diagram. 

interoperability. The (do:Statistics) class describes 
the Statistics of the methods, Parametric, Semi-
Parametric or Non-Parametric. 

The detrending or filtering algorithm classes are 
associated with the respective step by means of the 
(do:relatedWithStep) relationship. The 
(do:DetrendingStep) and (do:DenoisingStep) classes 
are declared as subclass of (do:DataPreprocessing), 
disjoint of (do:DataAnalysis), both subclasses of 
(do:TimeSeriesAnalysis) class.  

 

Figure 2: Class (do:AlgorithmMethodApplicability). 

The Figure 2 presents the applicability of the 
methods in the algorithms: trend estimation, trend 
removal and filtering. A determined method can be 
used for parametrically trend estimation, using a 
regression regression analysis method or, 
nonparametrically, using nonparametric regression, 
based on some smoothing method (Chandler and 

Scott, 2011). The method applicability also can be 
related with the trend removal, using a filter that 
allows to pass the high-frequency component that is 
the noise component and removing the trend 
component that is of low-frequency. Also it can be 
related with the use of some filter method for noise 
removal. The Figure 3 presents above an example of 
a query in SPARQL Language and bellow the 
answer from knowledge base related with detrending 
algorithms, methods and its applicability.  

The DO Ontology was evaluated according to 
the Functional Evaluation (SuarézFigueroa et al, 
2012), in its use context, by experts and ontologists. 
The feedback from evaluators was considered 
essential, due to applicability of the ontology.  

As means of validation of the DO Ontology, 
after the combination in the Detrend Provenance 
Model - dpm prefix (de Souza et al, 2014a), the 
ontology was validated with real-world photometric 
time series in a case study involving two use cases 
which can be seen in Figure 3, among other. The 
first use case is related with the Corot Detrend 
Algorithm (Mislis et al, 2010) using the regression 
analysis method, applied to cubic trend estimation 
and using cubic regression analysis. In the second 
use case is applied the Corot Detrend Algorithm 
Modified (Boufleur, 2012) using the robust moving 
average method, a low-pass filter that remove the 
high-frequency component, smoothing the trend 
component of low-frequency, applied to moving 
average filter based smoothing and using the moving
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- Query in SPARQL:  
SELECT distinct ?detrendingalgorithm ?detrendingmethod ?detrendingmethodapplicability ?filter ?analysis 
WHERE {{ ?detrendingalgorithm do:hasDetrendingMethod ?detrendingmethod ; 
                              do:hasDetrendingMethodApplicability ?detrendingmethodapplicability . 
                              ?detrendingmethodapplicability do:hasFilter ?filter .} 
UNION { ?detrendingalgorithm do:hasDetrendingMethod ?detrendingmethod ; 
                             do:hasDetrendingMethodApplicability ?detrendingmethodapplicability . 
                             ?detrendingmethodapplicability do:hasAnalysis ?analysis .}

 

Figure 3: Query about methods and its applicability in the detrending algorithms. 

average filter. The estimated or smoothed trend is 
removed by subtraction operation from raw time 
series.  

About the extensibility of DO Ontology, are 
modeled the following methods of the time-
frequency domain: Singular Spectrum Analysis - 
SSA (Vautard and Ghil, 1989), Empirical Mode 
Decomposition - EMD (Huang, 1998) and Ensemble 
Empirical Mode Decomposition - EEMD (Wu and 
Huang, 2009), from (do:Filtering) class. These 
methods are data adaptive filter by nonlinear way, 
which can be used for trend extraction or noise 
removal.  

4 RELATED WORKS 

The related works with this research are: (Henson et 
al, 2009), (Bozic, 2011), (Bozic and Winiwarter, 
2012), (Bozic and Winiwarter, 2013), (Bozic et al, 
2014), (Compton et al, 2012), (Llaves and 
Renschler, 2012), (Sheth et al, 2008), which were 
compared according to criteria considered relevant 
for the development of the ontology, stand out the 
following questions (de Souza et al, 2014c): 

 Time series observations can be described 
using the OWL Language, where domain ontologies 
are used to semantically enriching the time series. 

 A design pattern used to describe time 
series observations is the Observations and 
Measurements (O&M Model), proposed by Open 
Geospatial Consortium/Sensor Web Enablement, 
which presenting syntactic interoperability, but it 
need be adapted for OWL Language to allow 
semantic interoperability. 

 It is possible to associate the necessities of 
users with the data (time series), contributing for 
decision making by researchers.  

 In the environmental time series, can occur 
different interpretation of fundamental concepts, 

such as Sensor. In this cases, it is usually chosen the 
broader definition to that the same be specialized in 
sub-concepts.  

 The Simple Knowledge Organization 
System Reference Vocabulary (SKOS Vocabulary) 
can be used for definition of terms, as in Semantic 
Sensor Network - SSN Ontology (Compton et al, 
2012).  

 Terms can be associated with Linked 
Sensor Data and Linked Open Data, as means of 
promoting semantic interoperability.  

 SWEET Ontologies are reused as a pattern 
to represent environmental and earth sciences.  

 The modular development can be 
considered as the case of SSN Ontology, 
conceptually organized in ten modules, which can be 
mapped to a physical modularization.  

 When is done a mapping to a Foundation 
Ontology, the ontology considered is the Dolce 
Ultralite – DUL (Dul Ontology, 2014), due to its 
lightness, considering other Foundation Ontologies. 

  Ontology Design Patterns (ODPs) are 
considered in the domain ontologies design.  

  Also interoperability questions may occur 
from different communities, using the same term to 
refer to various occurrences, where this problem 
must be treated semantically. 

Based on related works, the characteristics 
considered relevant and appropriate in the 
development of the ontologies were identified and 
considered in the DO Ontology definition, such as: i. 
modular development; ii. definition of concepts and 
of properties using the tags (rdfs:comment) and 
(rdfs:label); iii. association of the instances with the 
DBpedia; iv. reuse of semantic declaration from 
SWEET Ontology; and v. reuse and extension of the 
StatisticalAnalysis Ontology. 

So, stand out among the related works analysed, 
that no studies were found evidencing the semantic 
enriching by means of OWL ontologies, developed 
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in a modular design and considering reuse and the 
association with the linked open data of detrending 
methods in the time domain, extensible to the 
frequency domain, contributing to improving the 
decision making in an analysis process. 

5 CONCLUSIONS AND FUTURE 
RESEARCHES 

Nowadays, time series are obtained in several areas, 
which need be analysed for generating scientific 
knowledge. The focus of this work is the trend 
component, constituting changes in the statistical 
measures of the time series, characterized as a long 
term movement.  

The nonstationary time series need be corrected 
because the most of statistical methods are 
developed for stationarity, also trends can hide other 
phenomena, presenting distortions in further 
processing. So far, there is not a detrending method 
considered as universal in all application areas. So, 
several detrending methods can be applied to 
detrending the time series. 

Given the need to add semantic knowledge in the 
detrending step of time series analysis as means of 
contributing to improve an important step of 
preprocessing, the main contribution of this paper is 
presenting a domain ontology, developed in OWL 
Language, entitled Detrend Ontology. Its design is 
modular, considering the reuse and extension of 
ontological resources and association with linked 
open data to semantic interoperability. All classes 
are defined using nomenclature from time series 
analysis. The ontology was evaluated by experts of 
the area and by ontologists, where the feedback from 
evaluators was considered essential.  

The ontology was validated in a case study 
where real-world photometric time series were 
detrended. Also it is described its extensibility for 
modeling of methods in time-frequency domain. It 
contributes for the understanding about how and 
how often the time series were detrended, allowing 
to the researcher to choose other statistical methods 
that can be applied for best results. As result, stands 
out the semantic enrichment of a relevant step of the 
analysis, contributing with the scientific knowledge 
generation in many areas that analyze time series.  

How futures researches stands out the extension 
of modeling of the methods in the frequency 
domain, such as Wavelet methods, among other. 
Another suggestion is the reuse of the Semantic Web 
for Research Communities Ontology (SWRC 

Ontology, 2015) for modeling of detrending 
publications.  
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