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Abstract: The paper is an introduction to a formal language of Situation Theory. The language provides algorithmic pro-
cessing of situated information. We introduce specialized, restricted variables that are recursively constrained
to satisfy type-theoretic conditions by restrictions and algorithmic assignments. The restricted variables des-
ignate recursively connected networks of memory locations for ‘saving’ parametric information that depends
on situations and restrictions over objects. The formal definitions introduce richly informative typed language
for classification and representation of underspecified, parametric, and partial information that is dependent
on situations.

1 INTRODUCTION ation dependent, partial, enhanced with intrinsic se-
mantic parameters, and structured by types that carry
Extensive work on Computational Semantics, e.g., information and information restrictions. This paper
by Barwise (Barwise, 1981), has shown that the ex- complements such mathematical models of Situation
isting approaches to computational semantics often Theory with a formal language toward practical ap-
concentrate on specific tasks, by leaving other im- plications in advanced technologies.
portant problems in semantics outside their scope. A detailed review and analyses of existing work
Situation Theory was originally introduced by Bar- on Situation Theory and its applications is in forth-
wise (Barwise, 1981) to fill up such gaps by address- coming work (Loukanova, 2015). Here, we men-
ing a broad range of semantic phenomena that undertion some of the key works. E.g., Seligman and
lie crucial criteria for an adequate theory of meaning Moss (Seligman and Moss, 2011) is a mathemati-
(Loukanova, 2010). As a result of these efforts, Bar- cal model theory of Situation Theory, in the spirit of
wise and Perry (Barwise and Perry, 1983) adopted a(Loukanova, 2014). On the side of specialized lan-
strategy of developing Situation Theory as a general guages for Satiation Theory, there have been devel-
model theory of information and its the fundamen- opments of languages for programming and medium
tals, in particular, by modelling relational and partial specifications of versions of Situation Theory, e.g.,
information, and its dependence on situations. They PROSIT, ASTL, and BABY-SIT (Tin and Akman,
introduced Situation Semantics as one of the applica-1994; Tin et al., 1995; Tin and Akman, 1996). Lim-
tions of Situation Theory, which provides models of ited versions of powerful theories, especially, when
semantic information as a special case of more gen-targeting specialized domains have been useful ap-
eral kinds of information. For an informal introduc- proach to applications in many areas, including in
tion to Situation Theory and Situation Semantics, see human language processing. Specialized languages
(Devlin, 2008). These fundamental ideas of situated for Situation Theory have been extensively used in
information can be modeled by precise mathematics Head-driven Phrase Structure Grammar (HPSG), for
of Situation Theory (Loukanova, 2014) that provides semantic representations including semantic under-
mathematical structures of information as semantic specification. Current HPSG systems have been using
domains of the formal language introduced in this pa- semantic representations with the specification lan-
per. Such mathematical models of information have guage Minimal Recursion Semantics (MRS), which
broad potentials for applications, e.g., to semantics is situation-theoretical in its nature (Copestake et al.,
of human languages (Loukanova, 2013c). The key 2005). Situation Semantics inspired other work in lin-
contributions of such approach to Situation Theory is guistics, e.g., for semantics of questions (Ginzburg
mathematical modelling of information that is situ- and Sag, 2000), (Loukanova, 2013b), and for seman-
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tics of tense and aspect from cognitive perspective By the language gg introduced in this paper, we
(Van Lambalgen and Hamm, 2004). provide formal expressions, i.e.gkterms, includ-
This paper is inspired by Moschovakis recur- ing restricted variables, for denoting parametric ob-
sion (Moschovakis, 2006) and our work on its ap- jects. The I3}-terms provide algorithmic patterns for
plications to computational semantics and compu- computing the situational objects they denote, which
tational syntax-semantics interface for human lan- can represent complex and partial information about
guage (Loukanova, 2011), and its theoretical devel- objects that may include parametric restrictions. Re-
opment (Loukanova, 2013a). Moschovakis recursion stricted parameters can be specified when more infor-
(Moschovakis, 2006) is a mathematical theory of a mation is added depending on context.
functional, formal language of recursion, which while We would like to stress that while Situation The-
having a two-sorted type system, is highly elegant ory and its applications emerged in 80’s, mathemat-
from computational perspective. On the other side, ics of situation-theoretical models of finely-grained
our work in this paper is based on relational mod- information and their corresponding formal and com-
els of information, i.e., Situation Theory, which is putational syntax are largely open topics, with newly
a higher-order model-theory of partial, typed infor- emerging theoretical developments and applications.
mation. The type systems of Situation Theory and Both sides of development, on the one hand, Situation
its formal language, which is introduced in this pa- Theory, as a higher-order model theory of typed infor-
per, are rich and finely-grained with informational mation, and on the other hand, a formal language with
content. Situation-theoretic types can have compo- dependent types for it, are new directions of work. In
nents consisting of partial situations, restricted pa- particular, we are targeting a development of a formal
rameters, and other kinds of typed objects. Higher- language with dependent types for Situation Theory,
order mathematical models of such Situation Theory as a system of Martin-Lof Dependent-Type Theory
have been introduced in more precise details recently(MLDT), see (Martin-L6f, 1984; Univalent Founda-
(Loukanova, 2014). Situation Theory in such lines tions Program, 2013). Among the distinctive applica-
has already proved useful for applications to compu- tions are computational semantics and neuroscience
tational semantics of human language (Loukanova, of language. The paper is based on work on several
2001; Loukanova, 2002a; Loukanova, 2002b) and new directions, in particular: (1) type-theory of re-
more recently in (Loukanova, 2013c). cursion (a functional approach), (2) relational type-
Situation Theory is model-theory of information, theory of situated, partial, and parametric information
i.e., mathematical structures of mathematical objects. (a relational approach), (3) applications of these the-
It deserves emphasizing that restricted parameters inories to computational syntax-semantics interfaces in
such a typed Situation Theory, are not variables — natural and formal languages.
they are specific objects in informational domains, The paper is an introduction to a formal lan-
that are organized according to the types of objects guage lgg, which has terms that designate objects
in them. situation-theoretical objects are mathemati- of Sjtuation Theory. (The subscript irﬁ;_indicates
cal, set-theoretic objects, some of which can be properthat the language uses recursive assignments of spe-
classes, or non-well-founded sets (Aczel, 1988; Rath- cjalized variables, representing semantic parameters,
jen, 2004). In application systems, typically these with acyclicity.) In particular, we take Situation The-
objects are sets. The important is that these sets, oOlory that is specialized with recursively restricted pa-
classes, are not exhaustively given in their fullness. rameters, as full-standing objects in domains of infor-
Rather, they are represented by finite number of fi- mation. The intended semantic domains §f lare
nite rules for potential generation. Non-well founded domains of mathematical, situation-theoretical struc-
phenomena that is inspired by Situation Theory has tyres of typed objects and information. Objects and
been studied by (Barwise and Etchemendy, 1995) andinformation can be partial and parametric. Recur-
(Barwise and Moss, 1996). In this paper, we present sively restricted variables of the formal languagg L
a formal language for designating such situation- gesignate semantic, complex parameters of Situation
theoretical objects and the corresponding rules. In Theory. We define recursiongg—terms that deter-
model-theoretic Situation Theory, restricted situation- mine both restrictions over and assignments to the
theoretical parameters model either “undeveloped” yariables. Recursion Y -terms, i.e., terms with re-
or “partially known” objects. Such parametric ob-  stricted variables and recursive assignments, desig-
jects are build up recursively from other situation- nate networks of allocated slots, which are denoted
theoretical objects, including parameters. They are py the restricted variables, in which abstract, paramet-
restricted parameters by satisfying various restrictions ric information is saved during computational steps
over their “unknown” (“undeveloped”) components. represented by the systems of assignments. The re-
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strictions over the variables represent what type of in- BTypes = {IND,LOC,REL, FUN, POL, ARGR,
formation can be saved in the corresponding memory
slots.

In Section 2, we give the formal definitions of whereIND is the type for individuals;oc, for space-
the vocabulary and the Jf-terms. In Section 3, time locationsrEL, for relations, primitive and com-
we demonstrate applications of the formal language plex; FuN, for functions, primitive and complex;
ng by expressions with restricted recursion variables. TYPE, for primitive and complex typesARAM, for
Specialized recursion terms of} can be used torep-  basic and complex parameteprL, for two polarity
resent computational patterns. Technicalfjjterms ~ Objects, e.g., presented by the natural numbers 0 and
designate parametric objects and algorithms for com- 1; ARGR, for abstract argument roles, basic and com-
puting and storing parametric information with re- Plex; INFON, for situation-theoretical objects that are
strictions. In this settings, algorithms consist of com- basic or complex information unitsRor, for abstract
putational steps that handle situated and parametricobjects that are propositionstT, for situations;= is
information. Assignments of sub-terms to some of the & designated type called “supports” (explained later).
restricted lig—variables provide computational steps
for information processing, by saving the outcomes Complex Types. More complex I3}-types will be
in the memory slots designated by these variables.formally defined in the following sections since they
Assignments of sub-terms to some other restricted will be constructed recursively from other kinds of
variables provide specific instantiations of parametric ng-expressions. l.e., we will define the expressions
components. In general, the terms of the Ianguaﬁe L of ng and among them complex types. For any given
designate algorithms for handling relational informa- expressiom and a typél’, we use the notatio: T iff
tion. In addition to L5/-terms denoting primitive and -~ Ajjs assigned to the typE, in which case we sayA'is
complex relations, someg[-terms denote functions  of typeT”. Asin MLDT (Univalent Foundations Pro-
for designating operations over situated and paramet-gram, 2013), the construction of new, compleiL
ric objects. types can be left open-ended, for adding new types

The terms of the formal languagglare demon-  depending on needs, by following thetrules for
strated with examples. We give intuitions about the complex types, which we will give in the following
denotational and algorithmic semantics gfjL The sections, instead of accumulating all possible types in
denotational semantics provides the objects denoteda classTypes. E.g., by following the BJ-rules, we
by L3j-terms, while the algorithmic semantics of can construct the types at stages:
terms provides the computational patterns (or steps)
for processing and saving information in memory net- Typeso, Typesy, ..., Typesy, ... (2)

works. so thatTypes; C Types; 1, for alli > 0. The process
can be left “open”, for adding new expressions to the
existing levels and new levels. “Closing” the process,

2 BASIC SYNTAX OF ng by accumulating alTypes;, at once, into a collection
Types can lead to a large collectidfypes, which may

be a proper class that is not a set. In what follows, we

shall use the notatiofypes to be either a collection,

which can be a proper class, or the set of typgses;

The classTypes of L3] is defined recursively, by start-  for some stagé. E.g., we will often writet € Types

ing with a (relatively small) set of basic types. Note by considering thaffypes is the collection of types

that some of the expressions of the formal language available at some stage of constructed expressions:

ng, defined later, will be complex typeJypes can )

be a set or a proper class, e.g., a non-well-founded T € Types <= T € Types;, forsomei >0 (3a)

set, depending of further expanding of the definitions T:TYPE <= T € Types;, forsomei >0 (3b)

of the ng—terms for relevant applications.

1)

INFON, SIT, PROP, PARAM, TYPE, =}

2.1 TypesofL3]

We will use the usual set-theoretical notations for
) o union of collections, which can be union of proper
Basic (Primitive) Types. The setBTypes can be  ¢jasses rather than of sets. Technical details of such
chosen depending on a specific choice §ffor prac-  gjstinctions and stages involve considerable work by

tical applications. E.g., as a standard for Situation using methods of set theory and are beyond the sub-
Theory (Loukanova, 2013c; Loukanova, 2014), we ject of this paper.

take a seBTypes of basic (primitive) types
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2.2 \Vocabulary

The vocabulary of ﬁg consists of pairwise disjoint
classes (sets) of objects.
Constants. For eacht € Types, L] has a finite

For semantic reasons, we distinguish between re-
stricted variables, which are syntactic objects, and
semantic parameters as semantic objects. Restricted
variables are variables in the formal languagg Lin
addition, they are restricted with types, which can be

(or denumerable, depending on applications) set of simple or complex, to insure that the variables can

constantsK; = {cg,cj,...,c }. Depending on spe-
cific applications, the sets of constants can be finite.
We allow some of the set; to be empty. In par-
ticular, we take non-empty sets of constarisi, —

for primitive individuals K, ¢ — for space-time loca-
tions Kgg, — for primitive relations Kgyy — for prim-
itive functionsKpo, = {0, 1} — for polarity values

K= | Ko (4)

T€Types

be instantiated only with objects satisfying the re-
strictions. We should have such distinctions in mind,
while their technical details are not in the subject of
this paper. Sometimes, when the context makes it
clear, the restricted variables are called parameters.
Now, we provide an example to demonstrate the ideas
behind restricted variables and the distinctions be-
tween variables and semantic parameters. The formal
definitions of the syntax of such terms is given in the
subsequent sections.

When the type of the constants is understood, we useExample 2.1. In the following term, (10) the\-

K instead oK.
Pure Variables. ng has a set (or a class) of typed
pure variables

PureVars = | | PureVars, (5)

TETypes

where, for eacht € Types, PureVars; = {v§,vi,... }.

Restricted Memory Variables. The formal lan-
guage ng has a set, which can be a proper class, of
typed, restricted recursion variablesvhich we also
call restricted variableor (restricted) memory vari-
ables

RestrRecVars = U RestrRecVarsy,
TETypes

(6)

where, RestrRecVars; = {pg,p;,...}, for eacht €
Types, i.e., T: TYPE. In particular, for each of the

abstractions bind pure variables. The situated term
(10) is the type of situationss'” and locations¢©°,

where an individual denoted by a restricted variable
a'P walks. The restrictions over these variables con-
strain them to be in the respectively typed classes of

variables. E.g., the restriction overrequires that
a € RestrRecVarsinp.
Axg'T, xO¢ (x§'T = < walk,walker : 2P, (10)

Loc:x 9% Pol : 1)
The restricted memory variabEN®, which occurs
freely in the term (10), can denote only an individ-
ual in a given semantics domain, not a location or a
situation. The individual denoted "° can be spe-
cific and known to the interpreter. In addition, Situ-
ation Theory (Loukanova, 2013c; Loukanova, 2014)
provides genuine semantic parameters that represent

basic types, we take a set of basic restricted memoryUnknown or underdeveloped objects. E.g., an inter-
variables, which can be used for saving information Preter of the term (10) can assign a semantic param-

and other objects of the associated type:

ERND:{a,b,c,...}, ?Loc:{l,lmll,---}, (7a)
EPREL:{ro,rl,...}, TFUN:{fo,fl,...}, (7b)
PeoL = {P0;P1,---}»  Pnron = {i0si1,...} (7€)
Psir = {s0,51,--- }- (7d)

The sets of the variables of3f are typed, respec-
tively, for eacht € Types:

Vars; = PureVars; URestrRecVars, (8a)
(8b)
We use notations without typesVars, PureVars,
RestrRecVars, when the type of the variables is un-

Vars = PureVarsU RestrRecVars

derstood. See the discussion on page 3 about (3a)~

(3b). Furthermore, we use the following notations,
for everyt : TYPEandv € Vars:

VI €Vars <= VEVars; < V:T

9)

eter to the variable'®, without knowing what that
individual is.

Typically, unless otherwise specified either explicitly
or by the syntax of the expressions, we shall use let-
tersx, y, z, with or without subscripts, to vary over
pure variables of any types, and lettersj, r, with or
without subscripts, to vary over memory variables of

any type.
2.3 Argument Roles

In symbolic approaches, the arguments to function
and predicate expressions (or their respective deno-
tations) typically are taken as linearly ordered. E.g.,
A can be a function (or predicate) expression used
to denote a function (respectively, a predicate) with
n arguments. An instantiation of these arguments
by some objects denoted a4, ..., a, can be ex-
pressed byA(ay,...,an). In fact, strictly speaking,
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this means thah hasn argument “slots” that are filled types, by a functio\rgs, such thaDom(Args) =
up byai, ..., a,. The linear order makes it clear Az UBrype andRang€Args) C Prinite (BAarcr),
which slots are filled up by what expressions (or el- where Pinive (BAarcr) IS the set of finite subsets

ements). The word “argument” is often overloaded of BArcr.
to mean either the argument slots, eg., the ones re-3. g,z.x, is a set (or class) abasic and complex
sulted in byA-abstractions in a term likex,y,z A or argument roles

the objects to which the term applies, ea.b, cin
(Ax,y,z A)(a,b,c). The context makes clear which of BAnrerU{ €] | & €Bino U Ploc U PeitU

these interpretations is the case. In Situation Theory Pret UPrunUProL b (12)
(Loukanova, 2013c; Loukanova, 2014), this context C Arror

dependent distinction (in fact, ambiguity) is made ex-

plicit by the notion of an argument role, which corre- Note that the elements of the clashrcr are

sponds to “an argumentslot”. The argument roles rep- SPecialized expressions, i.e., specializey-terms,
resent saturation requirements over functions, predi-""g'Ch can vary depending on specific applications of
cated, and types. Along this, the introduction of ar- “-ap:

gument roles makes it possible to express complex Example 2.2. Let smile, read, andgive be relation
appropriateness conditions over what objects can fill constants. We can associate sets of argument roles
up these argument roles. Furthermore, using sets ofwith these constants, in a simple way, without any
explicit argument roles associated with functions and constraints over the arguments, as follows:

predicates makes it possible to take away the linear

order over them. This corresponds to the relations be- SArggsmile) = {arg; } (132)
tween objects in nature, which take place in three di- SArggread) = {argy,arg, } (13b)
mensional space. Usually, the natural relations are not SArgsgive) = { argq,argy,arggz } (13c)
associated with order and do not impose order over SArgsy) = {argy,...,arg, }, (13d)

the objects related, which can be located in various _ i

arrangements and distances in space and time. Mathefor any relationy with n argumentsif € N).

matics and Computer Science have techniques for un-

ambiguous encoding and distinguishing the argument Appropriateness Constraints. Typically, the basic
roles and their respective fillers, by liner orders over relations, functions, and types are associated with ar-
them. These techniques meet the needs of expressgument roles that have to satisfy constraints for their
ing relations, functions, and operations, by the meansappropriate filing. We represent such constraints
of available writing systems (traditionally on paper) with types.

and computer programming. By the new advances of pefinition 2 (Basic Argument Roles with Appropri-
technologies, we have ways of modeling and depict- 5teness Constraintsp set of argument roles is as-
ing information in its natural ways — relations be- ggneq to each of the primitive relations, and to each

tween objects taking place in space and time, not al- 4t the primitive types, by a functioArgssuch that
ways associated with linear orders. Situation Theory

reflects on this natural aspect of the structure of rela- Dom(Args) = (AreL U ArunUBrvee)  (144)
tions_ a_nd operf_zltions (process_es) that occur in_na_ture RangéArgs) C P(Aarc X P(Tryee)) (14b)
and in information transferred in nature. Thus, it dis- Lo f N lation. f . d
tinguishes between arguments roles of relations and -€., for every primitive relation, function, afm éyped
operations and the objects filling up these roles. The Ve “q.RELUﬂFUN UBrvee, Args(y) is a set of ordere
formal language for Situation Theory, which we intro- pairs:

duce here, reflects on this correspondingly. This does  Argg(y) = { (argy, Tu), ..., (argn, Tn) } (15)
not preclude using traditional liner orders to express h q
argument roles, and “suppress” their explicit appear- WNeren = 0.argy, ..., arg, € AargandTy, ..., To are
ance. sets of types (basic or complex).

Definition 1 (Argument Roles) 1. We assume a set Definiti(_)n 3 (Argument roles with appropriateness
of basic argument roleswhich can be associated Cconstraints)
with the expressions for relations, functions, and 1. Every relation constant, relation variable, and ba-

types: sic typey, Y € AgeL UVarsge UBrvypg, IS associated
BAnrcr = {P1,--.,Pm,...}, form>0 (11) with a setArgg(y), called the set of argumentroles
2. A finite set of argument roles is assigned to each ofy, so that:
of the primitive relations and each of the primitive Argsly) ={T1:argq,..., Tn:arg, } (16)
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wheren > 0, argy, ..., arg, € Aarg andTy,..., Ty
are sets of types (basic or complex).

The expressionsgy,...,arg, are called thargu-
ment roles(or theargument slofsof y. The sets
of typesTy,..., T, are specific for the argument
roles ofy and are called thiasic appropriateness
constraints of the argument roled y.

. Every function constant and every function vari-
abley, y € 4ryyUVarsgyn, is associated with two
sets,Argq(y), called the set of argument roles of
y, andValugly), called the (singleton set of the)
value role ofy, so that:

(17a)
(17b)

Argsly) ={T1:argq,..., Tn:arg, }
Valuqy) = {Tn+1 : arng,l}

wheren> 0, arg;,...,argn, 1 € 4Aare andTy, .. .,
Th+1 are sets of types (basic or complex).

The expressionsrg;,...,arg, are called thear-
gument rolegor theargument slotsof y. The ex-
pressiorarg,,, ; is called thevalue roleof y. The
sets of typedy, ..., Th+1 are specific for the argu-
mentroles offand are called, respectively, tha-

sic appropriateness constraints of the arguments
and of thevalueof y.

2.4 Terms ofL3]

Terms(K) = U Terms;

TETypes

where the set3erms; are defined recursively as fol-
lows.

The typed classes ofgf-terms, Terms;, for 1 €
Types, are defined recursively as follows.

(18)

Constants. If ¢ € K¢, thenc € Termsy, (i.e., every
constant of type is also a term of type) denoted

c: 1. There are no free and no bound occurrences of 1€rmst, ..

variables in the term:

FreeVars(c) = @ and BoundVars(c) =@ (19)

Variables. If x € varsg, thenx: 1, i.e., every variable
of typet is also a term of type. The only occurrence
of the variablex in the termx is free; there are no
bound occurrences of variablesxni.e.:

FreeVars(x) = {x} and BoundVars(x) =@ (20)

Infon Terms.  For every relation term (basic or com-
plex) p € Termsgg,, associated with argument roles
Args(p) = {T1 : argq,...,Tn : argy }, and every se-
quence of termgy, ..., &, such thatf; € Termsr,,

..., &n € Termst,, (i.e., termsgy, ..., &y that sat-
isfy the corresponding appropriateness constraints of
the argument roles @), &1: Ty, ..., &n: Tn, €very
space-time location terme Terms, o, (i.€.,T:LOC),

and every polarity term € Termspo, (t : POL, i.e.,

t € {0,1} U BpoL), the expression in (21) is a@nfon
term

<p,Tiiargg &y,
Th:argy: &n,
LoC: Loc:T,
POL: Pol it > € Termsiyron

(21)

The expression in (22) is the full infon term, which
includes its type association. It is used when the type
labeling is relevant.
< p,Tyargy:&,...,
Th:argy: &n,
LOC: Loc:T,POL: Pol:t>> :INFON

(22)

All free (bound) occurrences of variablesgréy, .. .,
&n, T are also free (bound) in the infon term.

Notation 1. Often, in this paper, we shall use the no-

tation (23a) when the type constraints over the argu-
ment roles are irrelevant, or (23b), when in addition,
there is an understood order of the arguments.

(23a)
(23b)

< p,argy i &1,...,argn &n,Loc: Tt >
< valv"'aEnaT;t >

Proposition Terms. The expression in (24) islza-
sic proposition term

(Y, To:argy 1 &1,...,Tn:argy : &n,

(24)
Loc: Loc:1,POL: Pol:t) :

PROP

for every type termy € Termsyypg, associated with
argument roleArgsly) = {T1 : argq,..., Tn : arg, },
every sequence of terndg, ..., &, such that§; €

., &n € Termst, (i.e., term<q, ..., &n that
satisfy the corresponding appropriateness constraints
of the argument roles of, &1 : Ty, ..., & : Tn), €v-

ery space-time location expressionLoc, and every
polarity expressioh: POL.

Notation 2. The components for a space-time loca-
tion LoC: Loc: T and for a polaritypoL : Pol : t can

be omitted, as in the expression in (25a), when they
are irrelevant or understood. In such cases, the polar-
ity t is understood to be positive, i.¢.= 1. In addi-
tion, expressions like that in (25b), omitting their type
association t®ROR are used when the type labeling
PROPIs not relevant.

(Y, T1:argy :&1,...,Tn:argy: &n,) : PROP  (25a)
(Y, To:argy :&1,..., Tn:arg, 1 &n) (25h)
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All the free (bound) occurrences of variables in &i,...,&, € PureVars (which may occur freely i),

Y, &1, ..., &n are also free (bound) in the proposition the expressioid{&1,...,&,}| is a complex-relation
term. term i.e.:

Notation 3. Often, in this paper, we shall use the no- ME1,...,&n}] € Termsge, (30a)
tational abbreviation (26a) when the type constraints A{&1,...,&n}1 1 REL (30b)

over the argument roles are irrelevant, or (26b) when _
there is an understood order and type constraints of | '€ argument roles of{&s,...,&n }I, which we de-

the arguments note by[&4],...,[&n], are associated with correspond-
’ ing appropriateness constrainés follows:
(Y,argy 1 &1,...,argy : &n) (26a) ArgsA{&1,....En}1) 31)
(V;&1,---,&n) (26Db) ={To:[&1],....Tn: [En]}

Complex proposition terms are formed from sim- - where, for each € {1,...,n}, T; is the union of all

pler ones by the logic operations v, —, and quan-  typesthat are the appropriateness constraints of all the
tification. argument roles that occur inand such thag; fills up
them without being bound. (Note thiatmay fill more

Application Terms. For every function term, ba- than one argumentrole In)

sic or complexy € Termsgyy, Which comes associ- Case 2: Complex Types with Complex Argu-
ated with argument rolesrgs(y) = { T :argq, ..., Th: ments. For every proposition term € Termsprop
arg, } and with a value rol&/alugy) = { Thy1:val}, ~ (basic.or complex) and all pure variabies. .., &n €

and for every sequence of terg € Termsr,, ..., PureVars (which may occur freely irB, in the in-

&n, Eny1 € Termst, , i.e., termsLy, ..., &n, &ny1 that teresting cases), the expressivfiy,...,&n} 0 is a
satisfy the corresponding appropriateness constraintscomplex-type term.e.:

of the argument and va_\lue_ roles gz_zf &1 T.l' e MEi,...,E0} 0 € Termsyype (32a)
tEé,;ran Tht1, the expression in (27) is aapplication ME1,....En )0 TYPE (32b)

The argument roles of{ €1, ...,&n }6, which we de-

VT argy &, (27) note by[&1], ..., [En], are associated with correspond-
Tn:argy:&n} € Termst, ing appropriateness constraints be of the typedy,
..., Tn, respectively, i.e{T1 : [§1], ..., Tn: [&n] }, @S

Informally said, the term (27) represents application

of the function termy to the argument terms, ...,  CHOWS:

&n that fill up the corresponding argument rokeg,, Args(A{¢&1,....&n}6) (33)
...,arg, of y. In addition, the term (27) expresses that ={T1:[&),--,Tn:[&n) }
argq, ..., arg, satisfy the corresponding appropriate-

where, for each € {1,...,n}, T; is the union of all

types that are the appropriateness constraints of all the

argument roles that occur & and such thag; fills

up them, without being bound. (Note tHatmay fill

more than one argument roleén)
V{Tiarg;&1,...,Taiarg, &} i Ther  (28) Case 3: Complex Functions (Operations) with

Complex Arguments. For every termbp € Terms;
The expression (29) represents the proposition that(basic or complex), where € Types, T # INFON,
the value of the functiory for the given argument  andt # PrROR, and for all pure variable,, ... &, €

ness condition%y, ..., Ty, otherwise (27) is not well-
formed. The full expression in (28), which includes
the type association, is used when the type labeling is
relevant.

fillers” &, ..., &n has to b&n.1. PureVars (which may occur freely i), the expres-
ionA i lex-function t
(WTizarg: &, 9) SionA{ &1, )\,En}(b is acomp_:x unction erm34
Tniargy: &n} = En+1) € Termsprop {&€1,-...&n} & € Termseun (34a)
AME&1,...,&n} ¢ 1 FUN (34b)

All free (bound) occurrences of variablesyirg, .. .,
&n, &ny1 are also free (bound) in the application term
in (27), respectively, in (28) and (29).

The function termA{&1,...,&n }¢ has a value role,
ValueRol¢d) = {1 : val}, and argument roles, de-

noted by[&1],...,[&n], which are associated with cor-
respondingppropriateness constraings follows:
A-abstraction Terms. Case 1: Complex Relations
with Complex Arguments. For every infon term e Arg%A{El,--wEn.}@ (35)
Termsinron (basic or complex) and all pure variables ={To:[&l],.... Tn 1 [&n]}
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where, for each € {1,...,n}, T is the union of all

All free occurrences op1,...,pn in Ag, ..., Ap are

types that are the appropriateness constraints of all thebound in the term/Ag where {p1 := A1,...,pn :=

argument roles that occur i, and such thag; fills
up them, without being bound. (Note tHgatmay fill
more than one argument roledn)

In the above Cases 1, 2, 3, the newly constructed

terms have a common fork{ &1,...,&n } @, for a sub-
term @ of the respective type, i.e., infon, type, or nei-
ther of these. All the free occurrences&f.... &,

in @ are bound in the new teri{ &1,...,&n}@. All
other free (bound) occurrences of variablespiare
free (bound) in the term{&,...,&n }@.

FreeVars ()\{El, .oy &n }(P)
= FreeVars(@) — {&1,...,&n}

(36)

BoundVars ()\{ &1,---,&n }(P)

= BoundVars(@)U{&1,...,&n}
Notation 4. The termsA{&i,...,&n}x, from the
above Cases 1, 2, 3, are alternatively denoted by
[Elv"'van | X] (383)
Mr:&1,...,Tn:&n | X]- (38b)

(387)

An}]. All other free (bound) occurrences of variables
in Ai,...,An are free (bound) in the terii\o where

{pl ::Ala"'vpn :An}]
FreeVars (Ao where {p1 :=Aq,...

= JpiLo(FreeVars(A)) — {p1....

s Pn = An})

’ Pn} (40)

BoundVars (Ao where {p1:=A1,...,pn:=An })
= | Jp{Lo(BoundVars(A;)) U{p1,... (41)

Sometimes we enclose the recursion terms in extra
brackets to separate them from the surrounding text,
for example as in:

7pn}

[Ag where {p1:=A1,...,pn = An}: 0]

In the cases whem = 0 or n = 0, the respective se-
guences of restrictions and assignments are empty and
can be denoted explicitly by}.

Definition 4 (Acyclicity Constraint for Type Restric-
tions) For any unary type<Ly : TYPE and gk €

The notation (38b) is used when the type restrictions RestrRecVars (wheregy is of the type of the argument

over the new, complex argument rolgs], ..., [&n]
are understood from the context, or are irrelevant.

Restricted Recursion Terms. For any given

. ng-terms for unary type€y € Termsrype (i.€.,
Cy : TYPE), with Args(Cyx) = {Tk : argk} (i.e.,
Ck has a single argument rokergy that is re-
stricted to be filled up by expressions of type
Ty) and all pairwise different, restricted variables
gk € RestrRecVarsy,, for k=1,...,m (m > 0),
such that

{(a1:Ca),-5(am: Cm) }

is a sequence of type restrictions that satisfies the

acyclicity constraint given in Definition 4, and

° ng-termsA; € Termsg; (i.e., Ai : gj), for i =
0,...,n, and pairwise different, restricted vari-
ablesp; € RestrRecVarsg,, fori=1,...,n(n>0),
such that

{pl ::Ala"'vpn ::An}

role of Cx), k=0,...,m(m> 0), the sequence of type
restrictions

{(q1:Ca),---,(am: Cm) }

is acyclic if and only if there is a ranking func-
tion rank : {q1,...,qm} — N such that, for all
di.qj € {q1,...,9m}, if qj occurs freely inC;, then
rank(qj) < rank(qi). Note that the acyclicity con-
straint is a proper part of the recursive definition of
the L5 -terms.

Definition 5 (Acyclicity Constraint for Assignments)
A sequence of assignments

{p]_ = A]_,...,pn = An}

is acyclicif and only if there is a ranking function
rank : {p1,...,pn} — N such that, for all memory
variablespi,pj € {p1,...,pn}, if pj occurs freely in
Aj, thenrank(pj) < rank(p;j). Note that the acyclicity
constraint is a proper part of the recursive definition
of the L3}-terms.

is a sequence of assignments that satisfies the

acyclicity constraint given in Definition 5, the fol-
lowing expression is eestricted recursion term of
typeoo:
Aowhere {(q1:C1),...,(am: Cm) }
{(pl = Al)v' ) (pn = An)}
. 0o

(39)

2.5 Underspecified Terms for Situated
Propositions

Space-time Relations. We assume, that the collec-
tion Kgg, includes relation constants for time prece-
dence<, time overlappinge, space overlapping,

and time, space, and space-time inclusions between
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locations, respectively denoted lay, Cs, C. With An important class of propositions consists of the
these relations, we can form specialized infons, e.g.: following situated propositions, which use the desig-
nated “support” type=. The typel= is associated

<ol 121>, denoted by ol (42a)  \ith two argument roles, one for objects of the type
SENIN PR denoted by o 1> (42b) sIT of situations, and the other for objects of the type
<=, |1’ ;1 >, denoted byl <1y (42C) INF of inforns. l.e.:

<Cli,12;1>,  denoted by Cil,  (42d) Args(=) = { SIT:arggi, INFON: @rGinton ) (44)

<Cs,ly,l2;1>,  denoted by; Csl,  (42e) Definition 6 (Terms for Situated Propositionsjny
<C 11> denoted by; C I (42f) proposition term of the form (45)

These infons are usually given by their abbreviated (=, SIT:@rgsie s, INFON : @lingo * 0)  (45)

infix notations, e.g.Jiol, I3 <l I3 Gt la, 11 Celo, wheres € P5;r ando € Termsyron, iS calleda term

I Cls. for situated propositions The expression (46) is an
abbreviation of the term (45).

2.6 Situated Proposition Terms (s = o) (46)

L . Usually, we pronounce terms of the forms (45) and
An SXRLESSION like (43), in ogdefr to be well-fqr_med (46) as “the term denoting the proposition tbdtolds
e)ggressmn of the languagez]. i.e., a proposition in the situations’ or “the term denoting the proposi-
L3pterm, has to be composed of component sub- ion, that the situatiors supports the inforo”. We
expressionsTg, ..., Tn, &1, «.., &n, €tc.) that are of  djstinguish between the term expressions for proposi-
the corresponding types in the syntax @fL tions and the propositions they denote. When the con-
i ) ) ) text does not cause ambiguity with respect to this dif-
(v.Toargy 2 &1, Tn - argy - &n, (43)  ference, we simply say ‘the proposition tr@holds
Loc:Loc:t, POL: Pol:t): PROP in the situatiors’ or “the proposition that the situation

Intuiti . . ssupports the infow™.

ntuitively, a proposition term (43) (correspondingly,

(24), (25a)—(25b), (26a)—(26b)) expresses the propo-Example_ 2.3. Assume_thabook andread are con-
sition that the objects denoted By, ..., &, are (or stants with the_ as_somated argument roles given in
are not) of the type denoted lyyin case the polarity the corresponding infon sub-terms of the proposition
t =1 (t = 0). Both propositions, with =1 ort =0,  term (47a)—(47b). The term (47a)—-(47b) has a sin-
exist, i.e., are defined either positively for= 1, or  gle, but complex, conjunctive informational unit with
negatively fort = 0, iff &;,...,&, denote objects of ~ basic infons as parts. The entire term (47a)—-(47b) de-
the respective types denotedfy . .., To. Thesetype ~ notesa proposition th{;\t in situatis@n |n(J!|V|duaI de-
constraints over the argument rolesyodre intrinsic ~ noted by the pure variablereads the object denoted
components of the propositions denoted by the ex- by the parameter variable in the location denoted
pression (43). I.e., the “component” sub-expressions, Py the parameter variableand in the same situation
in the argument structure of (43), constrain the argu- S the objectb has the property of being a book in a
ment roles otlen(y), designated byrg, ..., arg, to broader location der)oted by_ I Ce g (I.|s time in-

be filled by objectsden(&1),...,den(Ey), for which ~ cludedinly), | Csly (Iis space included ih).

the corresponding propositi(_)r(den(al) : den(Tl_)_), (s E< book,arg :b,Loc:1y; 1> (47a)
.-, (den(&n) : den(Tn)) hold, i.e., these pr:)pOSItlonS ., A <read,reader: x,readed : b,Loc: ;1> (47Dh)
have to be true. In case any one of these “component

propositions does not hold, either by being false or AlCI A TCsh) (47¢)

by being nonsense error, the proposition term (43) (in

each case= 1 ort = 0) does not denote anything, or

denotes amrror, assuming that the semantic structure 3  APPLICATIONS

of L3} includes such an elemeetror.

We distinguish between the term expressions for This section demonstrates applications of the syntax
propositions and the propositions they denote. We sayof the formal language 1} for computational rep-
“the term denoting the proposition th&t, ..., &, de- resentation of relations that include situated and un-
note objects of the type denoted Yy or simply, “the derspecified information. The underspecification can
term denoting the proposition th&t, .. ., &, are of the be given via parameters that are partly specified with
typey’, when there is no ambiguity between expres- minimal restrictions depending on specific cases of
sions and what they denote. use.

306



Underspecified Relations with a Formal Language of Situation Theory

3.1 Typed Restrictions The proposition term (51a)—(51f) denotes the propo-
sition that in the situation the individual denoted by

In general, underspecified information is represented a reads the object denoted byto the addressee de-

by typed variables. Usually, information represented noted byc, in the locationl. The addressee denoted

by both kinds of variables, pure and memory vari- by c listens in the locatioly that is shorter thah The

ables, is partly specified by their type. Their type re- object denoted by is the book in the broader location

striction, which is represented by a type teRnover l;. The symbols, b, c can be constants or variables.

a variablev, is included as a componefit: R) of the

term in which the variable occurs. Sometimes, the 3.2 Underspecified Recursion Terms

type restriction, or a part of the restriction, is given as

a superscript over the variable®. A major way to  The sub-term (51b)—(51e) denotes an abstract rela-

represent underspecified information is to use termstion, consisting of informational units, which have

with components that are memory variables (loca- an underlying informational structure. We can ex-

tions) restricted by complex type terms. In addition, a tract the abstract “pattern” of that structure, by “pa-

termA can be assigned to a memory variaple= A, rameterizing” the specific instances of the relations

which can be also restrictegh : R). The termA can read-to, book, listen, and their specific arguments.

itself be underspecified, by having components with The resulted abstract informational pattern is given by

restricted memory variables. In the following terms, (52b)—(52f) and represents a wide class of relations,

the A-abstractions bind pure variables. Assume that among which some are used by human language.

| is the following infon term underspecified for the In the following examples, we subsequently give

memory location$, |, while x is pure variable. complex terms with different structures, which have
| =< book,arg: b,Loc:l;Pol:1> A  (48a) sub-terms that have shared components. To save

< read, reader : x, readed b, (48b) space and avoid repetitions, we introduce auxiliary

notations, i.e., abbreviations, for the sub-terms, by us-
Loc:lPol:1> ing the sign=. Note that we take the siga as a meta-
The type term (49) is the type of individuals that read symbol, which is not in the vocabulary of[, to des-
a particular book € RestrRecVars)yp, in a particular  ignate syntactic equality, i.e., orthographical equiva-
situations € RestrRecVarsg,T, in a particular location lence, between i;-expressions. E.g., the symbel
| € RestrRecVars oc. Note thassis a memory location  introduced in (52a)—(52f) is treated as orthographi-
(variable) for a situation that is only partly specified cally equal to the entire term in (52b)—(52f), which
by the parametric infons in the term (49). is a single, complex term. Thus, in (53a)—(53g), the
Ax(sk=1) (49) symbol P has to be replaced with the term (52b)—
(52f), which is a sub-term of the entire recursion term

The type term (50) is the type of relations between a (53a)~(53g).

situation, a location and an individual, where the in-

dividual reads a particular bodke RestrRecVarsyp. P= (52a)
)\x:'T7 |7X(x§|T =) (50) (s E<AX,y,z { (52b)
The sub-term (51b)—(51e) denotes an abstract rela-
tion, consisting of informational units, which can be <r, X YTy [z A (52c)
used in proposition terms, e.g., as in (51b)—(51e). <, [Y]:iyil> A (52d)
The relation denoted by (51b)—(51€) has new, its own
argument-roles, denoted I}, [y], and[Z, which are <r3,[2]:1z1> Ay A is}, (52e)
filled up by the objects respectively denoteddyb, | :a, [y] b, [2] ¢, Loc:I; 1>>) (52f)
andc. T e o
(s = (51a) The abstract informational pattern (52b)—(52f) can be
specified, i.e., instantiated, with more specific infor-
<Ax,y,z[ < read-to, reader : x, (51b)  mation, by maintaining the informational pattern in
readed 1y, it, by addingwhere-scope to it and assignment in the

addressee : 7, Loc 11> A where_—scope, (53a)—(_53g)._ Note that_the entire ex-

_ o pression (53a)—(539) is a single term, i.e., a recursion
< book,arg1y,Loc:1i;1> A (81€)  term with assignments, which, in this case, has no ad-
< listen,arg :z,Loc: ;1> A (51d) ditional restrictions.

1Ch Al Cll, (51e)
[x]:a, [y]:b, [z ¢, Loc:l; 1) (51f)
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P where { 53a) 4 CONCLUSIONS AND FUTURE
ri :=Ax,y,Z < read-to,reader : ¥/, (53b) WORK
readed :y',addressee: z’, (53c) _
Loc: 1>, (53d) Th(_e above example_s show that different terms, such
_ , o, o as infon terms, relation terms, and proposition terms
r2i=Ay < book,arg 1y’ Loc:li;1>, (53e)  carry different pieces of information, that have com-
r3:=Az < listen,arg:z/,Loc:lp;1>>, (53f) ponents that can be related by complex information

= 1C g, 05 = G 1} (53g) structures. The components .of the more_complex

-7 - terms carry structured information about typical rela-
As with the symboP above, we use the same auxil- tions between objects, in space-time locations that can
iary notation for the term designated Byin (54a)— be related. The components also carry information
(54e), and (55a)—(55h). Note that the tefim in about what objects are appropriate for filling basic
(54a)—(54e), represents a more general, informationaland complex argument structures. In realistic, prac-
pattern tharP, in (52b)—(52f), since the memory vari- tical systems, these components can be “related” by
ablesry, r3 in (54a)—(54e) are given the possibility to  rich and fine-grained informational structures.

depend oy, z, as forrs. The examples provide arguments for the infor-
mational richness and fine-granularity of the formal
= (s E<Ax,y,z (54a) language Bj, that is designed to provide syntax-

semantic interface to mathematical structures of Sit-

!/ / -
<Ky Ty ]zl A (54b) ~ yation Theory (Loukanova, 2001 Loukanova, 2002a;
<, XYy, 2]zl A (54c¢) Loukanova, 2002b).

/ n... . . The paper introduces the definitions of the syntax
<K ly] iy le] 21> Ads A |5}, (54d) of the formal language ;. The definitions are sup-

[x]:a, [y]:b, [z]:c, Loc:1; 1>>) (54e) plemented with intuitions about its model-theory pre-
sented in (Loukanova, 2013c; Loukanova, 2014). In

The term in (55a)—-(55h) has specifying information particular, we provide intuitions about its denotational
in its where-scope, with restrictions and assignments. semantics, and what the terms can denote. Section 3.2
The objects denoted Hyl;, I, have to be of the type  provides arguments for information “patterns” with
Loc, and the objects denoted hyandc of the type  fine-granularity, which are the basis for algorithmic
of persons in the situation(according to recursion).  semantics, i.e., for semantics that provides structural
The situation denoted by the free parameter variable information about how the denotations of the terms
s is the reading situation by the recursively embedded can be computed.
information in the infons in (55¢)—(55e). Note thatwe  The formal introduction of the denotational and
treat the parameter variables as memory locations.  aigorithmic semantics of§j in Situation Theoretical
models is not in the scope of this paper. That is more

T where - o
extensive work that is in our plans. Another closely
{(I:Loc),(l; :Loc), (2 LoC), (55a)  related line of work is development of formal logi-
(a:T),(c:T)} (55b) cal calculi and theory of ig This is an open area of

(55¢) research with potentials for applications in various ar-
, , eas, especially where fine-granular, relational, partial,
reader : x', readed :y’, and parametric information is essential. We foresee
addressee : Z/,Loc: [; 1>, its applications in many sub-areas of neuroscience in
(55d) general, ar_1d in pa_\rtic_ular in neuroscience of Iang_uage.
The targetis applications to advanced technologies in-

{r :=AxX,y',7 < read-to,

ry i=Ax,y’,Z’ < book,

arg:y',Loc: ;1> volving intelligent systems, including in the areas of
r3:=Ax,y’,7 < listen, (55e) Avrtificial Intelligence.

arg:Z,Loc: ;1> (55f)
ig:=1Cly, i5 =1 G|, (559)

T:=Au(s =< person,u,l,1>>)} (55h) REFERENCES
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ing objects. California.
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