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Abstract: In this paper, a coding tree unit (CTU)-level rate control (RC) scheme is proposed for intra-frame coding
in the high efficiency video coding (HEVC). The CTU-level target bits are allocated based on the content
complexity and the parameters of the Cauchy-based rate-quantization (R-Q) model of the current CTU is
estimated according to the neighboring previously encoded CTUs. The proposed RC does not exploit any
information of the adjacent frames such that it can inherently handle the initial frame and the scene change
frames. The experimental results demonstrate the accurate rate estimation and stable video quality of the
proposed RC scheme.

1 INTRODUCTION

Intra-frame is an important coding tool in the video
coding. It can be not only used as the reference frame
for the inter-frame coding in the video coding (Sul-
livan et al., 2012), but also independently used for
the video coding and the still image coding in intra-
only setup (Ku et al., 2006). Generally, the intra-
predicted coding will generate much more bits than
inter-predicted coding due to the lack of exploiting
the temporal correlation between the frames. Hence,
the accurate rate control (RC) of intra-frame coding is
critical to consistently achieve good video quality for
video coding under the limited bandwidth and buffer
constraints.

Several RC schemes dedicated to intra-frame cod-
ing for H.264/AVC have been reported in the lit-
erature in recent years. Jinget al. (Jing et al.,
2008) proposed a frame-level approach by utilizing a
frame-level complexity measure based on the average
gradient-per-pixel of the frame and the Cauchy-based
rate estimation model. However, in their scheme, the
estimation of the model parameters used for the cur-
rent intra-frame depends on the preceding frames. Be-
sides, how to accurately determine the initial quan-
tization parameter (QP) for the sequence or a new
scene is not addressed in their paper. Tsaiet al. (Tsai
and Chou, 2010) proposed a scene change aware RC
approach for intra-only coding. They employed the
Taylor-series approximation of Jing’s model to cir-

cumvent the unreliable update of the non-stationary
parameter, and proposed a rate estimation model for
scene-transition frames. But, the performance of their
RC algorithms highly relies on the precise of the
scene change detection, which is still an open issue
in video coding (Zeng et al., 2005), (Jing and Chau,
2006), (Yang et al., 2009). In addition, the parameters
of their rate estimation models for the scene-transition
frames are empirically obtained and may not be fea-
sible for all practical scenarios.

As the latest video coding standard, the high
efficiency video coding (HEVC) developed by the
Joint Collaborative Team on Video Coding (JCT-VC)
promises much higher compression efficiency than
that possible with existing video coding standards
(Ohm et al., 2012). Many new coding tools are devel-
oped for HEVC to improve the coding efficiency (Sul-
livan et al., 2012). Although many RC schemes have
been proposed for HEVC (H. Choi and Sim, 2012)
(Si et al., 2012) (Naccari and Pereira, 2012) (Li et al.,
2012), but few of them are optimized for intra-frame
coding. Recently, the R-λ model based scheme (Li
et al., 2012) is adopted to the HEVC reference soft-
ware HM14.0(Bossen et al., ), and on the basis of R-λ
model, the Karczewicz et al. (Karczewicz and Wang,
2012) employed the sum of absolute transformed dif-
ferences (SATD) to allocate the bit budget for intra-
frame. However, the developed R-λ model is based on
the conventional video quality measure PSNR. When
the perceptual objective quality metrics, such as struc-
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ture similarity index, are used to measure video qual-
ity, the merits of R-λ model are dubious. Further-
more, in (Karczewicz and Wang, 2012), the model pa-
rameters are updated according to previously encoded
frames such that the scheme is not suited to handle the
initial frame of a new scene.

In this paper, we present a novel coding tree unit
(CTU)-level RC approach for intra-frame coding in
HEVC. In the proposed scheme, the Cauchy-based
R-Q model is applied to the CTU-level RC, the num-
ber of the target bits of each CTU is allocated accord-
ing to the complexity measure of the CTU. To accu-
rately initialize the model parameter, the first CTU of
a frame is re-encoded on demand. The model parame-
ters of the remaining CTUs in the frame are predicted
by the model parameters of the preceding adjacent en-
coded CTUs of the current CTU. The advantages of
the proposed scheme lie in that it can achieve accu-
rate RC, inherently handle the scene transition frame
regardless of the scene change detection and easily
work together with the SSIM based rate-distortion
optimization (RDO) algorithm (Cen et al., 2014) to
achieve better perceptual video quality within the
bandwidth constraint.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the proposed CTU-level RC ap-
proach. The experimental results are provided in sec-
tion 3. Finally, section 4 concludes this paper.

2 PROPOSED CTU-LEVEL RC
SCHEME

2.1 Complexity Measure

Instead of the macroblock, the core of the coding
layer in HEVC is the CTU. To handle the variable
block size in HEVC, the pixel-based complexity mea-
sure of themth CTU in a frame is defined as the sum
of the gradients of the pixels (SG) in the CTU, i.e.,

SGm =
M−1

∑
i=0

N−1

∑
j=0

|Ii, j − Ii+1, j|+ |Ii, j − Ii, j+1|, (1)

whereIi, j denotes the luminance of the pixel at the lo-
cation of(i, j) , andM andN are the horizontal and
vertical dimensions of the luma samples of the CTU,
respectively. It is well known that the number of gen-
erated bitsr and SG have a linear relationship at the
frame level (Jing et al., 2008). After analyzing plenty
of frames from various sequences, we observe that
such a linear relationship is still approximately held
even at the CTU level, as shown in Fig. 1. Here,rm
denotes the number of the generated bits of themth
CTU.
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Figure 1: Scatter plots ofrm versusSGm for all the CTUs in
the fifth frame ofPartyScene (WVGA) sequence underQP=
24,28,32,36. Apparently, there exists a linear relationship
betweenrm andSGm for coding with fixed QP.

2.2 CTU-level Bit Allocation

Owing to the fact thatrm is approximately propor-
tional to SGm, we allocate the number of the target
bits of themth CTU according to its complexity mea-
sure. LetTF be the number of the target bits of the
current frame. Then, the number of the target bits of
themth CTU, tm, is given by

tm = (TF −Σm−1
i=1 ri)

SGm

SGF −Σm−1
i=1 SGi

, (2)

whereSGF denotes the frame-level SG, which is the
sum of all theSGms in the frame.

2.3 R-Q Model

Analogous to the frame-level Cauchy-based rate esti-
mation model in (Jing et al., 2008), we formulaterm
with

rm = SGmamQbm
m , (3)

wheream and bm are model parameters for themth
CTU, and Qm is the quantization step size for the
mth CTU. For convenience, we define the complexity-
normalizedrm as

ϒm =
rm

SGm
. (4)

The examples ofϒm −Q are shown in Fig. 2.
Theoretically,am and bm can be determined ac-

cording to the Cauchy probability density function of
the transform coefficients (Altunbasak and Kamaci,
2004). However, since only after encoding can the
actual distribution of the transform coefficients in a
CTU be obtained, these two model parameters should
be predicted. We have analyzed a large number of
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Figure 2: Curve fitting results betweenϒm andQ for four
randomly selected CTUs with the size of 64×64 in the fifth
frame of BasketballPass sequence. The QP values range
from 4 to 40, at an increment of 4.

frames from sequences with various texture charac-
teristics, and found that the optimalbm is fallen in the
range of -1.05 to -0.85 and the variation ofbm has
little impact on the accuracy of the rate estimation.
Hence, for simplicity, we fixbm at a moderate value
−0.9 for the model used in our experiments and omit
the subscriptm hereinafter.

Now, onlyam is left to be determined. The param-
eteram is estimated as follows. For the first CTU in
a intra-frame,a1 is firstly initialized with a constant.
In our experiments, we seta1 to 0.142. If the rela-
tive error between target and generated bits, which is
defined as

∆r1 =
|t1− r1|

t1
, (5)

is greater than a thresholdτ (empirically, we setτ =
0.3), thena1 is updated with the realϒ1 as follows,

a1 =
ϒ1

Qb
1

, (6)

and the first CTU is re-encoded with the newa1.
For the following CTUs in the frame,am is pre-

dicted by using the actual complexity-normalized
generated bits, actual model parameteram and quanti-
zation step sizes of the encoded CTUs on the left, top
and top-left positions of the current CTU, i.e.,

am =


























βam−1+(1−β) ϒm−1

Qb
m−1

, m <W +1

βam−1+(1−β) ϒm−W

Qb
m−W

, (m%W ) == 0

βam−1+(1−β)( ϒm−1

Qb
m−1

ϒm−W

Qb
m−W

ϒm−W−1

Qb
m−W−1

)
1
3 ,

otherwise

, (7)

whereW is the number of CTUs in the horizontal di-
mension of the current frame, andβ is a weight factor.
In our experiments, we setβ = 0.2. After estimating

am, we can determine the QP of the current CTU by
(3) according to the target bits.

2.4 RC Scheme

In summary, we illustrate the proposed CTU-level RC
scheme in Fig. 3. Note that in order to keep the
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Figure 3: Flowchart of the proposed RC scheme for the cod-
ing of an intra-frame.

smoothness of the visual quality, we restrict the max-
imum QP change between consecutive CTUs in the
frame to 2.

3 EXPERIMENTAL RESULTS

3.1 Rate Estimation Accuracy

In HEVC, the CTU has the variable size. Fig. 4 com-
pares the actual and estimatedϒms for the first two
rows of the CTUs in the seventh frame ofBlowing-
Bubbles sequences. It can be observed that the esti-
matedϒm is very close to the actualϒm and can track
the change of the actualϒm. Moreover, we can ob-
serve that the estimation accuracy degrades for the
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small size of the CTU. Although the proposed RC
scheme can be extended to coding unit (CU)-level, we
do not recommend to apply it to the luma block size
smaller than 16×16 .
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Figure 4: Comparison of the actual and estimatedϒ’s for the
first two rows of the CTUs in the seventh frame ofBlowing-
Bubbles sequences. The QP is fixed to 32. The CTU sizes
from top to bottom are 64x64, 32x32 and 16x16, respec-
tively.

3.2 RC Performance

To evaluate the performance, we integrated our pro-
posed RC approach into the HM 8.0 (Bossen et al.,
). The CTU size is set to 64× 64, the maximum al-
lowed size in HEVC. In our experiments, a commonly
used simple and efficient bit allocation strategy (Tsai
and Chou, 2010) that assigns the same bits for the re-
maining frames is adopted for the frame-level target
bit budgetTF,l, i.e.,

TF,l =
Rr

Kr
, (8)

whereRr andKr are the available bits for the remain-
ing frames and the number of the remaining frames,
respectively.

The first group of experiments is conducted by us-
ing the first 150 frames of eight test sequences se-
lected from Class A∼D specified in the common test
conditions (Bossen, 2011). All test sequences are
encoded in constant bit-rate (CBR) setting with the
intra-only high efficient configuration, and the target
bit-rate for each test sequence is set to the average bit-
rate generated by HM8.0 with a fixed QP. Table 1 tab-
ulates the average frame-level bit mismatch ratioM%,
peak mismatch ratioPM% and∆PSNR for all the test
sequences.M%, PM% and∆PSNR are calculated as

follows,

M% =
1
K

K

∑
l=1

|TF,l −RF,l|

TF,l
×100%, (9)

PM% = max
l=1,...,K

(
|TF,l −RF,l|

TF,l
×100%), (10)

∆PSNR = PSNR−PSNRo, (11)
respectively, whereK is the number of frames in the
sequence, andRF,l is the generated bits for thelth
frame.PSNR andPSNRo are the average PSNRs ob-
tained by using the proposed RC approach and the
fixed QP approach in HM 8.0, respectively. In Table
1, the QP indicates that the target bit-rate is obtained
by using HM8.0 with the fixed QP equal to the cor-
responding value. From Table 1, we can observe that
M% andPM% are quite small. Meanwhile, the aver-
agePSNR for the proposed RC approach is also quite
close to that for the the HM8.0 encoder with the fixed
QP. These results demonstrate that the proposed RC
approach can accurately control the bit-rate without
any sacrifice in video quality.

Table 1: Performance of the proposed RC scheme.

Sequence QP M% PM% ∆PSNR(dB)
PeopleOnStreet 24 1.51 1.73 0.11

(1600P) 32 1.46 1.60 0.06
Traffic 24 1.27 1.43 0.04

(1600P) 32 0.97 1.14 0.04
ParkScene 24 1.07 1.61 -0.09
(1080P) 32 0.43 0.98 -0.08

BasketballDrive 24 0.60 1.47 -0.20
(1080P) 32 0.83 2.40 -0.25

BasketballDrill 24 1.01 1.28 0.12
(WVGA) 32 0.52 1.98 0.03

PartyScene 24 1.05 1.85 0.13
(WVGA) 32 1.16 1.56 0.06

BlowingBubbles 24 0.90 1.54 0.04
(QWVGA) 32 0.82 1.11 0.00
BQSquare 24 1.03 1.39 0.09
(QWVGA) 32 0.62 1.32 0.04

Avg. 0.95 1.52 0.0261

To demonstrate the merits of the proposed RC
scheme to handle scene changes, we use a combi-
nation sequenceCombo (BasketballDrill-PartyScene-
BQMall, WVGA), which is generated by cascading
the first 30 frames from the three test sequences,
for the experiments. The prominent H.264/AVC
intra-frame RC approaches, Jing’s RC approach (Jing
et al., 2008) (denoted by ”Jing’s”) and Jing’s RC
approach with two-pass encoding for each scene-
transition frame (denoted by ”J+SC”), are imple-
mented to HM8.0 for comparison. In ”J+SC”, the
two-pass encoding technique can improve the RC per-
formance at the scene-transition frames. This is be-
cause although an inaccurate initial QP may be used
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in the first-pass encoding, the outcome of the first-
pass encoding is used to improve the accuracy of the
frame-level rate estimation model, and thus, a better
QP can be determined with the improved rate estima-
tion model in the seconde-pass encoding. Further-
more, in the experiments with ”Jing’s” and ”J+SC”
schemes, we assume that there is a perfect scene
change detection, although it is not true for the stat of
the art automatical scene change detection algorithm.
So, instead of using an automatical scene change de-
tection, we manually point out the scene transition
frame for the experiments with ”Jing’s” and ”J+SC”
schemes.

Fig. 5(a) and Fig. 5(b) show the comparisons of
the generated bits and PSNRs frame by frame, respec-
tively. As it can be seen from Fig. 5, the bit-rate of the
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Figure 5: Comparisons of (a) generated bits and (b) PSNR
for the Combo sequence. The scene changes occur at the
31st and 61st frames The frame rate is 30 f/s, and the target
bandwidth is 4096 kbit/s.

proposed RC scheme is more stable than those of the
other two approaches and the PSNR of the proposed
RC scheme is smoother between frames in the same
scene than those of the other two approaches. Partic-
ularly, even without any indication about the scene
transition frames, at the scene transition frame the
proposed RC scheme works better than the other two

approaches. This is because the proposed RC scheme
does not rely on the scene change detection. Further-
more, from table 2, we can observe that theM% is re-
duced by 95.4% and 84.3% and the PSNR fluctuation
(variance) in the scene for different scenes reduced by
10.2%−76.0%, respectively. Here, The PSNR stan-
dard deviation,Dev, is defined as

Dev =

√

1
K

K

∑
l=1

(PSNRl −PSNR)2, (12)

wherePSNRl denotes the PSNR of thelth frame in
the scene. The improvement of the proposed RC

Table 2: Performance comparison of the Jing’s, J+SC and
the proposed RC schemes.

Jing’s J+SC Proposed RC
M% 9.7% 6.01% 0.94%

PSNR 31.84 31.75 31.88
Dev: 1st scene 0.445 0.263 0.226
Dev: 2nd scene 1.165 0.443 0.279
Dev: 3rd scene 0.659 0.593 0.532

scheme is attributed to the CTU-level rate adjustment
and the accurate estimation of the model parameter
and the generated bits. Since there is at most one
CTU that is needed to be re-encoded, the proposed
RC scheme has low delay and computational com-
plexity and is particular suitable for the live video
coding.

4 CONCLUSION

In this paper, a simple and efficient CTU-level RC ap-
proach for intra-frame coding is presented. The pro-
posed RC approach has the advantage in maintain-
ing the stability of the bit-rate and PSNR, especially
for the sequence containing multiple scene changes.
Moreover, due to the pixel-based complexity mea-
sure, the proposed RC approach can be easily ex-
tended to slice-level or CU-level.
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