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Abstract: Recommender systems usually produce their results to the users based on the interpretation of the whole
historic interactions of these. This canonical approach sometimes could lead to wrong results due to several
factors, such as a changes in user taste over time or the use of her/his account by third parties. This work
proposes a novel dynamic coherence-based approach that analyzes the information stored in the user profiles
based on their coherence. The main aim is to identify and remove from the previously evaluated items those
not adherent to the average preferences, in order to make a user profile as close as possible to the user’s real
tastes. The conducted experiments show the effectiveness of our approach to remove the incoherent items
from a user profile, increasing the recommendation accuracy.

1 INTRODUCTION

The exponential growth of companies that sell their
goods through the Word Wide Web generates an enor-
mous amount of valuable information that can be
exploited to improve the quality and efficiency of
the sales criteria (Schafer et al., 1999). This as-
pect collides with the information overload, which
needs an appropriate approach to be exploited to the
fullest (Wei et al., 2014). Recommender systems rep-
resent an effective response to the so-called informa-
tion overload problem, in which companies are find-
ing it increasingly difficult to filter the huge amount of
information about their customers in order to get use-
ful elements to produce suggestions for them (Vargiu
et al., 2013). The denominationRecommender Sys-
tems(RS) (Ricci et al., 2011) denotes a set of software
tools and techniques providing to a user suggestions
for items. In this work we address one of the main as-
pects related to the recommender systems, i.e., how to
best exploit the information stored in the user profiles.

The problem is based on the consideration that
most of the solutions regarding theuser-profilingin-
volve the interpretation of the whole set of previous
user interactions, which are compared with each item
not yet evaluated, in order to measure their similarity
and recommend the most similar items (Lops et al.,
2011). This is because recommender systems usu-
ally assume that users’ preferences remain unchanged
over time and this can be true in many cases, but it is

not the norm due to the existence of temporal dynam-
ics in their preferences (Li et al., 2007; Lam et al.,
1996; Widyantoro et al., 2001). Therefore, a static
approach of user profiling can lead towards wrong re-
sults due to various factors, such as a simple change
of tastes over time or the temporary use of a personal
account by other people. The primary aim of the ap-
proach that we introduce is the measure of the sim-
ilarity between a single item and the others within
the user profile, in order to improve the recommen-
dation process by discarding the items that are highly
dissimilar with the rest of the user profile. To per-
form this task we introduce theDynamic Coherence-
Based Modeling(DCBM) algorithm, through which
we face the problems mentioned before. TheDCBM
algorithm is based on the concept ofMinimum Global
Coherence(MGC), a metric that allows us to measure
the semantic similarity between a single item with the
others within the user profile. The algorithm, how-
ever, takes into account two other factors, i.e., the
position of each item in the chronology of the user’s
choices, and the distance from themean valueof the
global similarity(as “global” we mean all the items in
a user profile). These metrics allow us to remove in a
selective way any item that could make the user pro-
files non-adherent to their real tastes. In order to eval-
uate the capability of our approach to produce accu-
rate user profiles, we are going to include theDCBM
algorithm into astate-of-the-artsemantic-based rec-
ommender system (Capelle et al., 2012) and evalu-
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ate the accuracy of the recommendations. Since the
task of the recommender system that predicts the in-
terest of the users for the items relies on the infor-
mation included in a user profile, more accurate user
profiles lead to an improved accuracy of the whole
recommender system. Experimental results show the
capability of our approach to remove the incoherent
items from a user profile, increasing the accuracy of
recommendations. The main contribution of our pro-
posal is the introduction of a novel approach to im-
prove the quality of suggestions within the recom-
mender systems environment, i.e., a dynamic way to
use the information in the user profiles, in order to
discover and remove from the user profiles any item
that could make the profile non-adherent to real tastes
of the users. The rest of the paper is organized as fol-
lows: Section 2 presents related work on user profil-
ing; in Section 3 we introduce the background on the
concepts and problems handled by our proposal; Sec-
tion 4 presents the details of theDCBM algorithm and
its integration into astate-of-the-artsemantic-based
recommender system; Section 5 presents the exper-
imental framework used to evaluate our approach;
Section 6 contains conclusions and future work.

2 RELATED WORK

When it comes to producing personalized recommen-
dations to users, the first requirement is to understand
the needs of the users and to build a user profile that
models these needs. There are several approaches
to build profiles: some of them focus onshort-term
user profiles that capture features of the user’s current
search context (Shen et al., 2005; Budzik and Ham-
mond, 2000; Finkelstein et al., 2002), while others ac-
commodatelong-termprofiles that capture the user’s
preferences over a long period of time (Chirita et al.,
2005; Asnicar and Tasso, 1997; Ma et al., 2007). As
shown in (Widyantoro et al., 2001), compared with
the short-termuser profiles, the use of along-term
user profile generally produces more reliable results,
at least when the user preferences are fairly stable
over a long time period. Regardless of the type of pro-
filing that is adopted (e.g.,long-termor short-term),
there is a common problem that may affect the good-
ness of the obtained results, i.e., the capability of the
information stored in the user profile to lead towards
reliable recommendations. In order to face the prob-
lem of dealing with unreliable information in a user
profile, the state-of-the-art proposes different oper-
ative strategies. Several approaches, such as (Lam
et al., 1996), take advantage from the Bayesian anal-
ysis of the user provided relevance feedback, in order

to detect non-stationary user interests. Also exploit-
ing the feedback information provided by the users,
other approaches such as (Widyantoro et al., 2001)
make use of atree-descriptormodel to detect shifts in
user interests. Another technique exploits the knowl-
edge captured in an ontology (Schickel-Zuber and
Faltings, 2006) to obtain the same result, but in this
case it is necessary for the users to express their pref-
erences about items through an explicit rating. There
are also other different strategies that try to improve
the accuracy of the information in the user profiles
by collecting the implicit feedbacks of the users dur-
ing their natural interactions with the system (reading-
time, saving, etc.) (Kelly and Teevan, 2003). How-
ever, irrespective of the approach used, it should be
pointed out that most of the strategies are usually
effective only in specific contexts, such as for in-
stance (Zeb and Fasli, 2011), where a novel approach
to model a user profile according to the change in
her/his tastes is designed to operate in the context of
the articles recommendation. With regard to the anal-
ysis of information related to user profiles and items,
there are several ways to operate and most of them
work by using thebag-of-wordsmodel, an approach
where the words are processed without taking account
of the correlation between terms (Lam et al., 1996;
Widyantoro et al., 2001). This trivial way to manage
the information usually does not lead towards good
results, and more sophisticated alternatives, such as
the semantic analysis of the content in order to model
the preferences of a user (Pedersen et al., 2004), are
often adopted.

3 BACKGROUND

Here, we introduce two key concepts for this work,
i.e., the document representation based on theVector
Space Model, and theWordNetenvironment.

3.1 Vector Space Model

Many content-based recommender systems use rel-
atively simple retrieval models (Lops et al., 2011),
such as theVector Space Model(VSM), with the ba-
sic TF-IDF weighting. VSM is a spatial representa-
tion of text documents, where each document is rep-
resented by a vector in an-dimensional space, and
each dimension is related to a term from the over-
all vocabulary of a specific document collection. In
other words, every document is represented as a vec-
tor of term weights, where the weight indicates the
degree of association between the document and the
term. LetD = {d1,d2, ...,dN} indicate a set of docu-
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ments, andd= {t1, t2, ..., tN} , t ∈ T be the set of terms
in a document. The dictionaryT is obtained by ap-
plying some standard Natural Language Processing
(NLP) operations, such as tokenization,stop-words
removal and stemming, and every documentd j is rep-
resented as a vector in an-dimensional vector space,
so d j =

{

w1 j ,w2 j , ...,wn j
}

, wherewk j represents the
weight for termtk in documentd j . The main prob-
lems of the document representation with theVSM
are the weighting of the terms and the evaluation of
the similarity of the vectors. The most common way
to estimate the term weighting is based onTF-IDF
weighting, a trivial approach that uses empirical ob-
servations of the documents’ text (Salton et al., 1975).

The IDF metric is based on the assumption that
infrequent terms are not less important than frequent
terms (as shown in Equation 1, where|D| is the num-
ber of documents in the corpus and{|d ∈ D : t ∈ d|}
is the number of documents where termt appears).

IDF (t,D) = log
|D|

{|d ∈ D : t ∈ d|}
(1)

For the TF assumption, multiple occurrences of a
term are not less important than the single occur-
rences and, in addition, long documents are not pre-
ferred to short documents (as shown in Equation 2,
wheref (t,d) is the number of occurrences of the con-
sidered term, and the denominatormax{ f (w,d) : w∈
d} is the number of occurrences of all terms).

TF(t,d) =
f (t,d)

max{ f (w,d) : w∈ d}
(2)

To sum up, terms with multiple occurrences in a doc-
ument (TF) but with a few of occurrences in the rest
of documents collection (IDF) are more likely to be
important to the topic of the document. The last step
of the TF-IDF process is to normalize the obtained
weight vectors, in order to prevent longer documents
to have more chance of being retrieved (as shown in
Equation 3).

TF-IDF(t,d,D)= T F(t,d) · IDF (t,D) (3)

Since the ratio inside theIDF equation is always
greater than or equal to 1, the value ofIDF (and of
TF-IDF) is greater than or equal to zero.

3.2 WordNet Environment

In order to perform the similarity measures used in
this work, we introduce the WordNet environment,
since we use its dictionary to calculate the seman-
tic similarity between two words. The main rela-
tion among words in WordNet is the synonymy and,
in order to represent these relations, the dictionary
is based onsynsets, i.e., unordered sets of grouped

words that denote the same concept and are inter-
changeable in many contexts. Each synset is linked to
other synsets through a small number ofconceptual
relations. Words with more meanings are represented
by distinct synsets, so that each form-meaning pair in
WordNet is unique (e.g., thefly insect and thefly verb
belong to two distinct synsets). Most of the Word-
Net relations connect words that belong to the same
part-of-speech (POS). There are four POSs:nouns,
verbs, adjectives, and adverbs. Due to the chosen
similarity measure, we consider only thenounsand
theverbs. In this work we exploited astate-of-the-art
semantic-based approach to recommendation based
on the WordNet synsets (Pedersen et al., 2004), in or-
der to evaluate the similarity between the items not
yet evaluated by a user and those stored in the profile.

4 OUR APPROACH

As previously highlighted, individual profiles need to
be as adherent as possible to the tastes of the users,
because they are used to predict their future inter-
ests. In this section, we propose the novelDynamic
Coherence-Based Modeling(DCBM) approach that
allows us to find and remove the incoherent items in
a user profile. The implementation ofDCBM on a
recommender system is performed in four steps:

1. Data Preprocessing: preprocessing of the text
description of the items in a user profile, as well as
of the text description of the items not yet consid-
ered, in order to remove the useless elements and
the items with a rating lower than the average;

2. Dynamic Coherence-based Modeling:the items
dissimilar from the average preferences of a user
are identified by measuring the Minimum Global
Coherence (MGC) and removed from the profile;

3. Semantic Similarity: WordNet features are used
to retrieve all the pairs of synsets that have at
least an element with the samepart-of-speech, for
which we measure the semantic similarity accord-
ing to theWu and Palmermetric;

4. Item Recommendation: we sort the not evalu-
ated items by their similarity with the user profile,
and recommend to the user a subset of those with
the highest values of similarity.

Note that steps 1, 3, and 4 are followed by astate-
of-the-artrecommender system based on the seman-
tic similarity (Capelle et al., 2012), in which we inte-
grate our novel Dynamic Coherence-Based Modeling
(DCBM) algorithm (step 2), in order to improve a user
profile and increase the recommendation accuracy.

In the following, we describe in detail each step.
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4.1 Data Preprocessing

Before comparing the similarity between the items
in a user profile, we need to follow several prepro-
cessing steps. The first step is to detect the correct
part-of-speech(POS) for each word in the text; in or-
der to perform this task, we have used theStanford
Log-linear Part-Of-Speech Tagger(Toutanova et al.,
2003). In the second step, we remove punctuation
marks andstop-words, i.e., words such as adjectives,
conjunctions, etc., which represent noise in the se-
mantic analysis. Severalstop-wordslists can be found
on the Internet, and we have used a list of 429stop-
words made available with theOnix Text Retrieval
Toolkit1. In the third step, after we have determined
the lemma of each word using the Java API imple-
mentation for WordNet SearchingJAWS2, we per-
form the so-called word sense disambiguation, a pro-
cess where the correct sense of each word is deter-
mined, which permits us to accurately evaluate the
semantic similarity. The best sense of each word in
a sentence was found using the Java implementation
of the adapted Lesk algorithm provided by theDen-
mark Technical University(DTU) similarity applica-
tion (Salton et al., 1975). After these preprocessing
steps, we useJAWSto compute the semantic similar-
ity between each user profile (the descriptions of the
items evaluated with a score above the average3) and
the description of the items not rated by the user.

4.2 Dynamic Coherence-based
Modeling

For the purpose of being able to make effective rec-
ommendations to users, their profiles need to store
only the descriptions of the items that really reflect
their tastes. In order to identify which items of a
profile do not really reflect the user taste, the Dy-
namic Coherence-Based ModelingDCBM algorithm
measures theMinimum Global Coherence(MGC) of
each single item description with the set of other
item descriptions stored in the user profile. In other
words, throughMGC, the most dissimilar item with
respect to the other items is identified. Although
the most used semantic similarity measures are five,
i.e. Leacock and Chodorow(Leacock and Chodorow,
1998),Jiang and Conrath(Jiang and Conrath, 1997),
Resnik(Resnik, 1995),Lin (Lin, 1998) andWu and
Palmer (Wu and Palmer, 1994), and each of them

1http://www.lextek.com/manuals/onix/stopwords.html
2http://lyle.smu.edu/ tspell/jaws/index.html
3The assumption is that users do not like the items that

have been rated with values under the average, but only
those whose rating is equal or higher to the average.

evaluates the semantic similarity through the Word-
net environment, we calculate the semantic similarity
by using theWu and Palmer(Wu and Palmer, 1994)
measure, a method based on the path lengths between
a pair of concepts (WordNet synsets), which in the
literature is considered to be the most accurate when
generating the similarities (Dennai and Benslimane,
2013; Capelle et al., 2012). It is a measure between
concepts in an ontology restricted to taxonomic links
(as shown in Equation 4).

simWP(x,y) =
2·A

B+C+(2·A)
(4)

Assuming that theLeast Common Subsumer(LCS)
of two conceptsx andy is the most specific concept
that is an ancestor of both x and y, where the concept
tree is defined by theis-a relation, in Equation 4 we
have that:A=depth(LCS(x,y)), B=length(x,LCS(x,y)),
C=length(y,LCS(x,y)). We can note thatB+C repre-
sents the path length fromx andy, while A indicates
the global depth of the path in the taxonomy.

The metric can be used to calculate theMGC, as
shown in Equation 5.

MGC= min
(

simWP(yn,∑y∈Y\yn),∀y∈Y
)

(5)

The idea is to isolate each individual itemyn in a user
profile, and then measure the similarity with respect to
the remaining items (i.e., the merging of the synsets of
the rest of the items), in order to obtain a measure of
its coherence within the overall context of the profile.

In other words, in order to detect the most distant
element from the evaluated items, we exploit a basic
principle of the differential calculus, since theMGC
value shown upon is nothing else than themaximum
negative slope, which is calculated by finding the ratio
between the changing on they axis and the changing
on thex axis. Placing on thex axis the user inter-
actions in chronological order, and on they axis the
corresponding values ofGS(Global Similarity) calcu-
lated assimWP(yn,∑y∈ Y \ yn),∀y ∈ Y, we can triv-
ially calculate the slope value, denoted by the letter
m, as shown in Equation 6 (wherey= f (x) sincey is
a function ofx, thus asx varies,y varies also).

m=
△y
△x

=
f (x+△x)− f (x)

△x
(6)

The differential calculus defines the slope of a curve
at a point as the slope of the tangent line at that point.
Since we are working with a series of points, the slope
can be calculated not at a single point but between two
points. Considering that for each user interaction△x
is equal to 1 (i.e., forN user interactions: 1−0= 1,
2−1= 1, ..., N− (N−1) = 1), the slopem is always
equal tof (x+△x)− f (x). As Equation 7 shows, the
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maximum negative slope is equal to theMGC4.

min

(

△y
△x

)

= min

(

simWP(Y)

1

)

= MGC (7)

Figure 1, which displays the data reported in Table 1,
illustrates this concept in a graphical way.

Table 1: User profile sample data.

x y m x y m
1 0.2884 +0.2884 7 0.2708 -0.0178

2 0.2967 +0.0083 8 0.3066 +0.0358

3 0.2772 -0.0195 9 0.3188 +0.0122

4 0.3202 +0.0430 10 0.2691 -0.0497

5 0.2724 -0.0478 11 0.2878 +0.0187

6 0.2886 +0.0162

1 2 3 4 5 6 7 8 9 1011
0.26

0.28

0.3

0.32

0.34
R1 R2 R3

MGC

GS

x(UserInteractions)

y(
G

S)

Figure 1: The maximum negative slope is equal to the
MGC.

In order to avoid the removal of an item that might
correspond to a recent change in the tastes of the user
or not semantically distant enough from the context of
the remaining items, theDCBMalgorithm removes an
item only if meets the following conditions:

1. it is located in the first part of the user interaction
history. Therefore, an item is considered far from
the user’s tastes only if it is in the first part of the
interactions. This condition is checked thanks to a
parameterr, which defines theremoval area, i.e.,
the percentage of a user profile where an item can
be removed. Note that 0≤ r ≤ 1, so in the ex-
ample in Figure 1,r = 2

3 = 0.66 (i.e., the element
related toMGC value is located in the regionR3,
so it does not meet the requirement);

2. the value ofMGC must be within a tolerance
range, which takes into account themean value
of the global similarity (as global we mean the
environment of the items in the user profile).

With respect to the second requirement, we pre-
vent the removing of items when they do not have
a significant semantic distance with the remaining
items. In order to do so, we first need to calculate

4simWP(Y) denotessimWP(yn,∑y∈Y \yn),∀y∈Y

the value of the mean similarity in the context of
the user profile and for this reason we need to de-
fine a threshold value that determines when an item
must be considered incoherent with respect to the cur-
rent context. Equation 8 measures the mean similar-
ity, denoted byGS, by calculating the average of the
Global Similarity(GS) values, which are obtained as
simWP(y j ,∑y∈Y \ y j),∀y∈Y.

GS=
1
N
·∑(simWP(yn,∑y∈Y \yn),∀y∈Y) (8)

whereN is the total number of user interactions, i.e.,
the number of itemsyn in the profile (in the case of
data shown in Table 1,GS= 0.2906). Obtained this
average value, we can define the conditionρ, used to
decide whether an item has to be removed (ρ = 1) or
not (ρ = 0), based on a threshold valueα, added to
the average valueGSto define a certain tolerance (as
shown in Equation 9.

ρ =

{

1, if MGC< (GS−α)
0, otherwise

(9)

We can now define Algorithm 1, used to remove
the semantically incoherent items from a user profile.
The algorithm requires as input a user profileY, a pa-
rameterα used to define the accepted distance of an
item from the average, and a removal arear used to
define in which part of the profile an item should be
removed. Steps 3-5 compute the similarity between
each couple of synsets that belong to the user profile.
In step 6, the average of the similarities is computed,
so that steps 7-14 can evaluate if an item has to be re-
moved from a user profile or not. In particular, once
an itemyi is removed from a profile in Step 11, its as-
sociated similaritys is removed from the listS (step
12), so thatm in step 8 can be set as the minimum
similarity value after the item removal. In step 15, the
algorithm returns the user profile with the items not
removed.

4.3 Semantic Similarity

In accordance with the state-of-the-art related to the
recommendations produced by performing a semantic
analysis based on WordNet (Capelle et al., 2013), we
perform the measurements of the similarity between
items in this way: given a setX of i WordNet synsets
x1,x2, ...,xi related to the description of an item not
yet evaluated by a user, and a setY of j WordNet
synsetsy1,y2, ...,y j related to the description of the
items in a user profile, we define a setI , which con-
tains all the possible pairs formed with synsets ofX
andY, as in Equation 10.

I =
(

〈x1,y1〉 ,〈x1,y2〉 , . . . ,
〈

xi ,y j
〉)

∀x∈ X,y∈Y (10)
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Next, we create a subsetZ of the pairs inI that have
at least an element with the samePOS(Equation 11).

Z⊆ I ,∀(xi ,y j) ∈ Z : ∃POS(xi) = POS(y j ) (11)

The similarity between an item not evaluated by a
user and the user profile (descriptions of the evaluated
items with a rating equal or higher than the average) is
defined as the sum of the similarity scores for all pairs,
divided by its cardinality (the subset Z of synsets with
a common part-of-speech), as shown in Equation 12.

simWP(X,Y) =
∑n
(x,y)∈Z simWP(x,y)

|Z|
(12)

4.4 Item Recommendation

After the user profile has been processed with the Al-
gorithm 1 and its semantic similarity with all the items
not evaluated has been computed, this step recom-
mends to the user a subset of those with the highest
similarity.

Algorithm 1 : DCBM Algorithm.

Require: Y=set of items in the user profile,α=threshold
value,r=removal area

1: procedurePROCESS(Y)
2: N = |Y|
3: for each Pair p=(yi ,∑y\yi) in Y do
4: S← simW P(p)
5: end for
6: a= Average(S)
7: for eachs in Sdo
8: MGC= Min(S)
9: i = index(MGC)

10: if i < r ∗n AND MGC< (a+α) then
11: Remove(yi)
12: Remove(s)
13: end if
14: end for
15: ReturnY
16: end procedure

5 EXPERIMENTAL
FRAMEWORK

The experimental environment is based on the Java
language, with the support of Java API implementa-
tion for WordNet Searching (JAWS) previously men-
tioned. In order to perform the evaluation, we esti-
mated theF1−measureincrement (or decrement) of
our novelDCBM approach, compared with astate-
of-the-artrecommender system based on the seman-
tic similarity (Capelle et al., 2012). As highlighted
throughout the paper, the system presented in Sec-
tion 4 performs the same steps as the reference one,
with the introduction of theDCBM algorithm. Since

all the steps in common between the two recom-
mender systems are performed with the same algo-
rithms, the comparison of theF1-measure obtained by
the two systems highlights the capability ofDCBM
to improve the quality of the user profile and of the
accuracy of a recommender system. Regarding the
first condition to meet (see Section 4) in order to re-
move the items from a user profile, in our experiments
we divided the user interaction history into 10 parts,
considering valid for the removal only the first 9 (i.e.,
r = 0.9). The reference dataset was generated by us-
ing the Yahoo! Webscope Movie dataset (R4)5, which
contains a large amount of data related to users prefer-
ences rated on a scale from 1 to 5. The original dataset
is already split into a training and a test set. From this
source of data we have extracted two subsets related
to 10 users. For each movie, we considered its de-
scription and title. Since the algorithm considers only
the items with a rating above the average, we selected
only the movies with a rating≥3. The subsets involve
a total of 568 items (movies), 386 in the training sub-
set and 182 in the test subset. The experimentation
result was obtained by comparing the recommenda-
tions with the real users choices stored in the test set.

5.1 Metrics

In order to evaluate the performance of our approach
with this dataset, we use the performance measures
precision and recall, which we combine to calcu-
late theF1–measure(Baeza-Yates and Ribeiro-Neto,
1999). TheF1–measureis a combinedHarmonic
Mean of the precisionand recall measures, used to
evaluate the accuracy of a recommender system.

5.2 Strategy

For the experiments, it is necessary to set the value of
α in Algorithm 1, which controls when an item is too
distant from the average valueGS. We have tested
some values positioned around the average value of
the Global SimilarityGS. The tested values interval
is the half of theGSvalue (e.g., ifGS= 0.4, the ex-
cursion of the values is from -0.2 to +0.2, centered in
GS, so between 0.2 and 0.6). The interval of values is
divided into 10 equal parts, labeled from -5 to 5.

5.3 Results

Figure 2 shows the per-cent increasing ofF1–measure
of our solution compared with thestate-of-the-artrec-
ommender system. From the results, we can observe

5http://webscope.sandbox.yahoo.com
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Figure 2:F1–measurePercentage Increasing.

how the average value of coherence (i.e.,GS, repre-
sented by the zero on thex axis) represents the bor-
derline between the improvement and worsening in
terms of quality of the carried out recommendations.
That is because we obtain the maximum improve-
ment in correspondence with the -5 value on thex
axis, which represents the maximum distance from
the mean value of coherenceGS (i.e., the value cor-
responding to the most incoherent items stored in the
user profile). This improvement is progressively re-
duced as we approach the value ofGS, becoming zero
almost immediately after this, because in this case we
are removing from the user profile some items that are
coherent with her/his global choices, which are essen-
tial to perform reliable recommendations. To sum up,
Figure 2 shows that theF1–measurepercentage in-
creases, until it becomes stable above certain values
and presents no gain below others: this happens be-
cause we obtain an improvement only when the ex-
clusion process involves items with a high level of se-
mantic incoherence with respect to the others.

6 CONCLUSIONS AND FUTURE
WORK

In this paper we proposed a novel approach to im-
prove the quality of the user profiling, a strategy that
takes into account the items related by a user, with
the aim of removing those that not reflect her/his real
tastes. Future work will aim at discovering the se-
mantic interconnections between different classes of
items, in order to evaluate their semantic coherence
during the user profiling activity.
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