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Abstract: Cloud computing environments are attractive for IT service provision as they allow for greater flexibility and
rationalization of IT infrastructure. In an attempt to benefit from these environments, IT professionals are
incorporating legacy Relational Database Management Systems (RDBMSs) in them. However, the design of
these legacy systems do not account to the changes in resource availability, present in cloud environments.
This work evaluates the use of rules of thumb in RDBMS configuration. Through an evaluation method
that simulates concurrent I/O workloads, we analyzed the RDBMS performance under various settings. The
results show that well-known configuration rules are inefficient in these environments and that new definitions
are necessary to harvest the benefits of cloud computing environments.

1 INTRODUCTION

Over the past few years, cloud computing environ-
ment has become attractive for providing IT ser-
vices (Buyya et al., 2009). The massive use ofvir-
tualization (Smith and Nair, 2005) in such environ-
ment has created not only a flexible and simple way
to manage computing resources, but has also reduced
IT costs considerably. As a consequence, it became
desirable to incorporate legacy systems in cloud envi-
ronments.

Most legacy RDBMS systems use a client-server
architecture, in which a client program has access to
a RDBMS server through a local network. A simple
strategy to integrate such systems in a cloud environ-
ment is to host the client program and the RDBMS
server in different Virtual Machines (VM).

Despite virtualization’s high administrative and
economic benefits for legacy systems maintenance,
dynamic resource provisioning on cloud computing
environments boosts the performance setup and ad-
justment problem of RDBMS: performance maxi-
mization and resource usage minimization. In other
words, RDBMS configuration parameters do not con-
sider resources’ availability over time, which may
vary due to concurrent workloads led by other VMs
on the same hardware.

The efficient adjustment of RDBMS’s perfor-
mance in cloud computing environments must ac-
count for existing workloads from other VMs as they

compete for the same physical resources, among them
the disk units to which the access represents the great-
est bottleneck of RDBMs systems that deal with large
amounts of data (Hsu et al., 2001). Taking disk units
as mechanical devices, I/O workloads can be charac-
terized into two dimensions: (1)readingandwriting
operations, (2)randomandsequentialaccess (Delim-
itrou et al., 2012).

This paper puts into discussion the application of
RDBMS tuning techniques, and it questions the em-
ployment of rules of thumb on virtualized environ-
ments. The paper assesses through analytical method-
ology different tuning rules against concurrent I/O
workloads characterized by the dimensions above.
The results reveal the following about RDBMS on
virtualized environments: (1) rules of thumb can be
inefficient or even harm performance dramatically;
(2) performance improvements can be obtained using
not recommended configuration parameters; (3) situ-
ations in which any attempt to optimize performance
by tuning is useless.

The paper is structured as follow: Section 2 dis-
cusses related work. Section 3 describes the method-
ology used to simulate the virtualized environment,
the I/O workloads, and the database workloads. Sec-
tion 4 presents and discusses experimental results. Fi-
nally, Section 5 concludes and presents future work.
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2 RELATED WORK

Tuning of RDBMS systems is challenging due to
the high combinatorial number of configuration pa-
rameters. Therefore, some researchers propose ap-
proaches to aid or even automate this configuration
process (Debnath et al., 2008; Storm et al., 2006; Tran
et al., 2008). For instance, the Ituned tool uses sam-
pling methods at runtime to tune the configuration pa-
rameters of RDBMS (Duan et al., 2009). It selects
parameter values which produce the higher improve-
ments on performance and the least possible overhead
on the workload.

In virtualized environments, there is a concern
regarding the rationalization of physical resources
among all the VMs running on the same host. Soror
et al. (Soror et al., 2008) proposes a configuration
assistant to determine the amount of memory and
processing time to each VM. This assistant uses a
greedy algorithm that on each stage increases or re-
duces the VM’s resources and calculates the work-
loads’ costs using the RDBMS cost model. In this
process, RDBMS tuning configuration parameters are
defined according the quantity of resources assigned
to the corresponding VM. Other researchers suggest
approaches for resource allocation among VMs and
the RDBMS in them (Soror et al., 2007; Cecchet
et al., 2011; Xiong, 2012).

Regarding VM’s resource allocation, Raoet
al. (Rao et al., 2009) presents a dynamic approach
which employs learning techniques to adjust the re-
sources of each VM, on-the-fly.

While developing this work, none of the re-
search regarding RDBM’s tuning in virtualized en-
vironments, considers the influence of concurrent
I/O workloads characterized by the dimensions
read/write and sequential/random. Such influence
may largely affect the quality of service.

3 METHODOLOGY

We employ a base methodology to examine the
RDBM’s performance against distinct tuning rules.
In this context, a RDBM running on a VM competes
for physical resources with other processes running
on other VMs, which perform properly characterized
disk access.

Environment: We conducted experiments on a
machine with the following specification: 3.10 GHz
Intel Core I5 (3350P), 6 MB of L2 cache, 8 GB of
RAM, and two 512 GB SATA disks. The operating
system is a GNU/Linux, kernel 2.6.38X86-64, with
qemu-kvm version 0.14, and PostgreSQL (Pos, 2013)

database system version 9.2.0 running on VMs with
the same version of GNU/Linux kernel. All the VMs
have the same resources: one virtual CPU, 512 MB of
RAM, and 50 GB disk.

Database Configuration Parameters:A typical
RDBMS has several configuration parameters where
proper values have a high impact on its performance.
The evaluation of all possible values of the configura-
tions parameters would require an exponential num-
ber of experiments. Therefore, we consider the work
of Debnathet al. (Debnath et al., 2008) to mitigate
this problem. Their work establishes a rank of the
parameters that exert greater influence on tuning opti-
mization, from which we take the three higher ranked
parameters for the PostgreSQL RDBMS, detailed on
Table 1. The minimum and maximum values follow
the recommendations on the PostgreSQL documenta-
tion (Pos, 2013) and tuning references (Smith, 2010).

The experiments use the following values and per-
centages for the database configuration parameters:

• shared buffers: 2,5% (Min), 5% (Default), 40%
(RuleofThumb), 70% (Max) of VM total RAM;

• effective cachesize: 10% (Min), 25% (Default),
60% (RuleofThumb), 90% (Max) of VM total
RAM;

• work mem: 300 kb (Min), 1 MB (De-
fault/RuleofThumb), 3MB (Max). As the default
work memvalue is in the range of the rules of
thumb, this parameter uses only three values.

Database Workload: We used the OSDL
DBT3 (dbt, 2013), an implementation of the TPC-H
benchmark (Council, 2013), tuned for PostgreSQL,
with a scale factor of 10 (10 GB). The size of the
database with the indexes is 17 GB. The TPC-H
benchmark provides a set of 22 SQL queries which
we adjusted because we are interested in I/O work-
loads, resulting in a set of 18 SQL queries1. For test-
ing, we randomly submitted each query five times to
the RDBMS with each of the three parameters and
their respective values, from which we computed the
average of the results. We used a warm database
cache for the test.

Concurrent I/O Workloads: For our experi-
ments, we modified the bonnie++ benchmark (bon,
2013) version 2.3 to generate four types of con-
current I/O workloads:random-read, random-write,
sequential-read, andsequential-write. For each work-
load, the modified bonnie++ repeatedly requested a
synchronous 4KB-sized read/write operation from/to
a file stored on the VM’s virtual disk. The file size
was bigger than the VM’s cache memory.

1https://github.com/tarciziobini/QueriesPaperICEIS
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Table 1: PostgreSQL configuration parameters used in our experiments.

Parameter Description Default Value Min. Value Max. Value
work mem Amount of memory to be

used by each sorting and
hashing operator. Consider
maxconnectionsparameter.

1 MB Total RAM /
max connections
/ 16

Total RAM /
max connections
/ 4

sharedbuffers Controls the size of the block
in memory, for storing data to
be written or already read in
the database.

24 MB 25 % of total
RAM memory

50 % of total
RAM.

effectivecachesize The amount of RAM memory
used to effective cache of the
database.

128 MB 50 % of total
RAM memory.

75 % of total
RAM.
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Figure 1: SQL workload execution average time considering I/O workload and tuning insharedbuffersparameter.
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Figure 2: Query 7 Execution average time considering I/O workload and tuning insharedbuffersparameter.
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Figure 3: SQL workload execution average time considering I/O workload and tuning ineffectivecachesizeparameter.

4 EXPERIMENTS

This section presents and discuss the results from the
experiments.

4.1 SharedBuffers

Figure 1 shows the average execution time in seconds
from the workload of the 18 SQL queries, running on
a VM. Each graphic indicates a particular concurrent
I/O workload from another VM which competes for
physical resources. Figures 1(c) and 1(d) show that
the rulesRuleofThumbfor Random ReadandSequen-
tial Readhave underperformed the RDBMS’sDefault
rule andMin rule, respectively, by more than 100 sec-
onds. On the other hand, there are no significant per-
formance gains by tuning the configuration parame-
ters neither forRandom Writenor Sequential Write
workloads as shown on figures 1(a) and 1(b).

Figure 2 shows that by following the rules of
thumb the system’s performance might degrade dras-
tically. In the case of the modified Query 7 from
the TPC-H benchmark, theRuleofThumbfor Random
ReadandSequential Readhave had underperformed
the best result by a factor of 3 and 5 times, respec-
tively.

4.2 Effective Cache Size

The tuning of theeffective cache sizeparameter has
reached best performance results with the rulesMax
eMin for theReadandWrite workloads, respectively
as shown on Figures 3(d), 3(a), and 3(b).

Figure 4 shows the execution time of the Query 3
where the Min rule has outperformed both theDefault
rule andRuleOfThumbrule for theSequential Write
operation.
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Figure 4: Query 3 - Execution average time consideringse-
quential writeand tuning ineffectivecachesizeparameter.

4.3 Work Mem

Thework memparameter, which limits the available
amount of memory for ordination operations, affects
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Figure 5: SQL workload execution average time considering I/O workload and tuning inwork memparameter.

 0

 25

 50

 75

 100

 125

 150

 175

 200

Q
ue

ry
 E

xe
cu

tio
n 

T
im

e 
(s

)

Work Mem Parameter

Query 4

Min Default/RuleofThumb Max

(a) Random Write

 0

 25

 50

 75

 100

 125

 150

 175

 200

Q
ue

ry
 E

xe
cu

tio
n 

T
im

e 
(s

)

Work Mem Parameter

Query 4

Min Default/RuleofThumb Max

(b) Sequential Write

Figure 6: Query 4 - Execution average time considering I/O workload and tuning inwork memparameter.

only 1/3 of the queries in the workload. The aver-
age execution time of these queries shows that the
work memparameter has low sensibility regarding the
tuning rules as shown on Figure 5.

Performance improvements could be achieved by
tuning each query or group of queries considering the
concurrent I/O workload. Figure 6 shows an improve-
ment for Query’s 4 execution time on the workload for
Write operations.

5 CONCLUSIONS

Virtualization provides exciting capabilities for IT
services offerings. However, the simple partition-
ing of resources on virtualized environments does not

guarantee good performance of legacy RDBMS. In
this paper, we demonstrated this assertion through ex-
periments simulating different concurrent I/O work-
loads on a virtualized environment. The experiments
show that any efforts on tuning a given configuration
parameter will not provide the expected benefits, due
to the concurrent I/O workloads competing for the
same physical resources. Finally, we demonstrated
that using previously not advised parameters values
might lead to systems performance improvements.

The results also highlight a need of new tuning
rules of RDBMS in virtualized environments. Such
rules must be aware of the peculiar characteristics
of concurrent I/O workloads in these environments.
Later, these rules may be applied to each query, ac-
cording to their needs.
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Similar to this work, a future research might in-
vestigate the potential benefits from tuning of con-
figuration parameter values forOnline Transactional
Processing(OLTP) workloads. Furthermore, another
relevant work, in complement to Soror’s work (Soror
et al., 2008), could be a tool to perform analysis on
both types of concurrent disk access as well on the
executing SQL queries. This way, tuning rules could
be suggested on-the-fly, which would allow RDBMS
to answer requests more accurately against the con-
stant resources variation and workloads common in
cloud computing environments.
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