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Abstract: In this paper, we propose an exemplar-based super-resolution method applied to a human body in a surveillance
video. Since persons are usually captured as low-resolution images by a video surveillance system, it is
sometimes necessary to perform detection and identification of persons from not only a human face but also
from the human body appearance. The super-resolution for a human body image is difficult because the
appearances of person images vary according to the color of clothing and the posture of persons. Thus, we
focus on the high-frequency components that could restore the lost high-frequency components of the low-
resolution image regardless to the variation of the clothing. Therefore, the purpose of the work presented
in this paper is to apply the exemplar-based super-resolution using high-frequency components for a low-
resolution human body image to generate a high-resolution human body image so that both computer systems
and humans can identify persons more accurately. As a result of experiments, we confirmed the effectiveness
of the proposed super-resolution method.

1 INTRODUCTION

In recent years, many video surveillance systems are
installed increasingly for preventing crime and terror-
ism at various public places such as airports, railway
stations, streets, and buildings. However, it becomes
more difficult for human operators to detect terror sus-
pects in proportion to the increase. Additionally, as
the video surveillance usually monitors a wide area,
persons are usually captured as low-resolution (LR)
images.

The super-resolution (SR) is a promising method
for enhancing the quality of LR image by compen-
sating high-frequency components (Bonet, 1997; Lin
and Shum, 2004; Wang et al., 2009; Zeyde et al.,
2010; Milanfar, 2011; Jiang et al., 2012b; Ho and
Zeng, 2012), and several researches on its applica-
tion to facial images have been performed. Since the
positions and the shapes of face parts are able to be
estimated stochastically, they are used as clues for
face image SR (Baker and Kanade, 2000; Baker and

Kanade, 2002; Freeman et al., 2002; Liu et al., 2007;
Jiang et al., 2012a; Yoshida et al., 2012; Ma et al.,
2013). However, since it is difficult to capture a hu-
man face appropriately using a surveillance video, it
is sometimes necessary to perform detection and iden-
tification of persons from the human body appear-
ance (Nakajima et al., 2003). On the other hand, the
SR for human body images is difficult since the ap-
pearance of a human body has a large variation such
as body shapes, postures, and clothing. Therefore, we
can not simply apply the face SR method to human
body images.

The aim of the work presented in this paper is
to generate a human body image in LR to a high-
resolution (HR) image for enabling both a human and
a computer system to conduct the identification pro-
cess more accurately. Among various problems, in
this paper, we propose a method for exemplar-based
SR of human body images specifically focusing on
the problem of variation of clothing.
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Figure 1: The framework of an existing exemplar-based super-resolution method (Shibata et al., 2013).

2 SUPER-RESOLUTION FOR A
BODY IMAGE

2.1 Existing Method: Exemplar-based
Super-resolution

Figure 1 shows the generation process of an existing
SR image with the exemplar-based method (Shibata
et al., 2013), which we use in our method as a basis.
The procedure of the SR method is as follows:

(i) HR training images are downsampled by a factor
of 1/r to obtain LR training images. HR and LR
paired patches are extracted at the size ofrL× rL
[pixels] andL× L [pixels] from HR and LR im-
ages respectively, preserving their positional re-
lationship. These paired patches are stored in a
database.

(ii) Then, patches extracted from the LR input image
at the size ofL× L [pixels] are matched up with
LR patches in the database, and the most similar
LR patches in the database are selected.

(iii) The SR image is generated by replacing the LR in-
put patch images with the HR patches correspond-
ing to the selected LR patches.

However, this exemplar-based super-resolution is not
suitable for human body images because it is difficult
to create a database which covers the variation of the
human body appearance.

2.2 Proposed Method: Exemplar-based
Super-resolution using
High-frequency Components

The exemplar-based super-resolution method can pro-
vide superior performance when LR patches extracted
from an input image sufficiently match the LR and
HR paired patches in the database. Thus, it is neces-
sary to prepare a rich dataset which covers the vari-
ation of appearances in respect to LR input images.
However, since the appearances of person images
vary according to the color of clothing and the pos-
ture of persons as shown in Figure 2(a), we need a
large number of examples and also it requires a time-
consuming process.

Thus, we focused on the high-frequency compo-
nents that could restore the lost high-frequency com-
ponents in a low-resolution image regardless to the
variation of the appearance. Figure 2(b) displays the
high-frequency components of the body images in
Figure 2(a), where we can see that the texture of the
clothing are very similar in spite of their different col-
ors. The high-frequency components are obtained by
the difference between HR and LR images, where the
HR image is downsampled to generate LR images by
a factor of 1/r. In order to generate an HR image,
high-frequencycomponents of the training images are
applied to restore the lost high-frequency components
of the LR images.

Figure 3 shows the proposed SR method using the
high-frequency components. The procedure is as fol-
lows:

(i) An HR imageI(0)k is downsampled to create an LR
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Figure 3: Framework of the proposed super-resolution method.

(a) Body images with clothing.

(b) High-frequency components of body images.

Figure 2: High-frequency components in different clothing.

imageI(1)k by a factor of 1/r. The LR image is also
downsampled to generate an even low-resolution

(LR’) image I(2)k by a factor of 1/r which corre-

sponds to downsampling HR imageI(0)k by a fac-
tor of 1/r2. The high-frequency componentsXk

are obtained by the difference between an HR im-

ageI(0)k and an LR imageI(1)k , as follows.

Xk = I(1)k − I(0)k

I(1)k = D(I(0)k )
(1)

The high-frequency componentsYk are also ob-

tained by the difference between an LR imageI(1)k

and an LR’ imageI(2)k , as follows.

Yk = I(2)k − I(1)k

I(2)k = D(I(1)k )
(2)

Here, Ik represents thek-th training image, and
D(·) represents the downsampling process.

(ii) Paired patchesxl andyl are extracted at the size
of rL× rL [pixels] andL×L [pixels] fromXk and
Yk preserving the positional relationship between
the Xk andYk components. Here,xl andyl rep-
resent thel-th patches extracted fromXk andYk
respectively. These paired patchesxl andyl are
extracted at the size ofrL× rL [pixels] andL×L
[pixels] respectively, and stored in a database to
create the training dataset.

(iii) An LR input image I(1)i is downsampled by a
factor of 1/r to generate an even low-resolution

(LR’) input imageI(2)i , and high-frequency com-
ponentsZ are obtained by the difference between
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Figure 4: Training image and input image.

LR input imageI(1)i and LR’ input imageI(2)i , as
follows.

Z = I(2)i − I(1)i

I(2)i = D(I(1)i )
(3)

In order to simplify the experimental condition,

the LR input imageI(1)i is generated by downsam-

pling an original HR input imageI(0)i by a factor
of 1/r, in advance. The patchz j extracted from
the high-frequency componentsZ are matched up
with patchesyl extracted fromYk in the database,
and the most similar patches in the database are
selected.

(iv) The high-frequency componentsF is generated
by replacing the patchz j extracted from the high-
frequency componentsZ with the patchxl cor-
responding to the selected patchyl . Finally, the
high-frequency componentsF and the LR input
image are combined to generate the SR image.

3 EXPERIMENT

3.1 Experimental Conditions

We captured ten HR images with a Canon video cam-
corder iVIS HF G10 at a resolution of 1,920× 1,080
pixels. Each image contained a group of 17 people
under the same illumination condition. For input data,
we manually extracted region images of a person from
an HR image and downsampled the extracted image
by a factor of 1/r = 1/3. For the HR-LR training im-
age database, we extracted patches from the region
excluding the input person region as shown in Fig-
ure 4. The database consisted of two million pairs of
HR and LR patch images.

As the search function for matches in the database,
we applied the random kd-tree for approximate near-
est neighbor search. For this, we used FLANN (Fast
Library for Approximate Nearest Neighbors) from the
OpenCV library (Muja and Lowe, 2009).

We applied two different conditions on patches for
the evaluation of SR images; one with luminance and
one with high-frequency components. As an image
quality assessment, we used the structural similarity
(SSIM) (Wang et al., 2004), which can evaluate the
similarity between a reference image and a distorted
image from the point of human visual perception bet-
ter than other image quality metrics such as the mean
squared error (MSE) or the peak-signal-to-noise ratio
(PSNR).

3.2 Evaluation of the Image Quality of
the Generated Images

In order to confirm the validity of the proposed SR
method, we compared the quality of images between
the original image, an LR input image, and HR
images obtained by different magnification methods
which are the bi-cubic interpolation, and the exist-
ing SR method using luminance, and the proposed SR
method using high-frequency components.

Figure 5 shows examples of an LR input image
and HR images obtained by different magnification
methods. In this experiment, LR images were magni-
fied by a factor ofr = 3, and SR was performed when
patch images were extracted from LR images at the
size of 7× 7 pixels. Figure 5(a) shows human full-
body images, and Figure 5(b) shows partial zoom-ups
of the full-body images for comparing the detail of
the texture. Figure 5(c) shows the SSIM maps. Fig-
ure 5(a)-(i) indicates the original HR images, which
are used as reference in the SSIM image quality eval-
uation. The size of images in Figure 5(a) was 178×
499 pixels, Figure 5(a)-(i) was downsampled by a fac-
tor of 1/r = 1/3 to generate an LR input image (59×
166 pixels) for the SR.

Figure 5(a)-(ii) was magnified using the nearest
neighbor interpolation by a factor ofr = 3, and 5(a)-
(iii) was magnified using the bi-cubic interpolation.
Figure 5(a)-(iv) was magnified using the luminance
components. Figure 5(a)-(v) was magnified using the
high-frequency components. We could have normal-
ized each patch to make it robust against change in
lighting conditions, but we did not do so because there
was not much change between the training images and
the input images in this experiment.

Table 1 shows the comparison of SSIM by differ-
ent magnification methods. We can see that the qual-

Table 1: Comparison of SSIM by different magnification
methods.

Method LR input Bi-cubic Luminance HF
SSIM 0.855 0.900 0.912 0.928
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(i) Original (ii) Low-resolution input
SSIM = 0.856

(iii) Bi-cubic
SSIM = 0.907

(iv) Luminance (Existing
SR)

SSIM = 0.887

(v) High-frequency
(Proposed SR)
SSIM = 0.912

(a) Human body images.

(b) Zoom-ups of part of the full-body images.

(c) SSIM maps in image quality evaluation.

Figure 5: Example of high-resolution images obtained by different methods.

ity of the SR image using high-frequency components
surpasses the other images.

Figure 6(a) shows the body image of six persons,
and Figure 6(b) shows the SR images using the pro-
posed method. Figure 7 shows the average of SSIM
when the body image of six persons were magnified
by a factor ofr = 3, and patch images were extracted
from both training and input images at the size of 3×
3 pixels to 21× 21 pixels. When luminance was used
as the feature, we can see that the image quality de-
teriorates according to the patch size. Meanwhile, we
can see that when using high-frequency components,
it turns out that there is little influence on the image
quality according to the patch size.

Figure 8 shows the average of SSIM when the

body images of six persons were magnified by fac-
tors of (r =) 2 to 5. Even if the magnification factor is
changed, we can see that the quality of the SR images
using high-frequency components are better than that
using bi-cubic interpolation.

4 CONCLUSIONS

In order to perform SR of human body images,
we proposed the exemplar-based SR using the high-
frequency components of human body images. As
a result of experiments, the quality of the magnified
image using the high-frequency components of train-
ing images surpassed the comparative methods. We
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Person 1
82×154 pixels
SSIM=0.849

Person 2
59×166 pixels
SSIM=0.856

Person 3
64×168 pixels
SSIM=0.881

Person 4
67×149 pixels
SSIM=0.851

Person 5
56×141 pixels
SSIM=0.885

Person 6
73×125 pixels
SSIM=0.809

(a) Low-resolution input images.

SSIM=0.849 SSIM=0.856 SSIM=0.881 SSIM=0.851 SSIM=0.885 SSIM=0.809

(b) Super-resolution images by the proposed method.

Figure 6: Examples of high-resolution images obtained by the proposed method.

also confirmed that in different magnification factors
of (r =) 2 to 5, the proposed method also surpassed
the comparative methods.

As future work, there are two challenges. First,
we will improve the proposed exemplar-based SR

method so that it generate images more accurately and
robustly by adopting time series information. Sec-
ondly, we will actually apply the method to surveil-
lance video captured in real environments, such as air-
ports, stations, streets, and buildings.
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Figure 7: SSIM for different patch sizes.

Figure 8: SSIM for different magnification factors.
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