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Abstract: It is well known that image representations learned through ad-hoc dictionaries improve the overall results
in object categorization problems. Following the widely accepted coding-pooling visual recognition pipeline,
these representations are often tightly coupled with a coding stage. In this paper we show how to exploit ad-
hoc representations both within the coding and the pooling phases. We learn a dictionary for each object class
and then use local descriptors encoded with the learned atoms to guide the pooling operator. We exhaustively
evaluate the proposed approach in both single instance object recognition and object categorization problems.
From the applications standpoint we consider a classical image retrieval scenario with the Caltech 101, as well
as a typical robot vision task with data acquired by the iCub humanoid robot.

1 INTRODUCTION

If, from a methodological point of view, image cat-
egorization is considered by many the very essence
of computer vision, its applicative aspects are equally
important. The possible application domains are
countless and include industry, communications, en-
tertainment, robotics, just to name a few. Not only
object categorization is one of the hardest tasks of ar-
tificial intelligence, but also, in domains such automa-
tion and cognitive robotics, visual recognition is a cor-
nerstone of very complex systems that include many
other components — pose estimation, grasp, manipu-
lation (Collet et al., 2011; Taylor and Kleeman, 2003;
Ekvall et al., 2003; Gordon and Lowe, 2006). For
these reasons, in the last decades the problem of de-
signing effective visual representations for classifi-
cation tasks has been given considerable attention.
Since it is nowadays acknowledged recognition algo-
rithms can be more effectively trained from examples
than programmed, visual recognition has been tack-
led by both the computer vision and machine learning
communities.

An important result of this joint effort are the so-
called hierarchical representations which achieve re-
markable performances in complex visual recognition
tasks once they are used in combination with super-
vised learning algorithms – see for example (Lazeb-
nik et al., 2006; Wang et al., 2010). Despite the
good results obtained on benchmark and challenges,

the application of these approaches to real scenarios
is still limited. The goal of this paper is to propose
an effective image representation pipeline which is
able to generalize to different contexts: from com-
mon computer vision datasets oriented to image re-
trieval, e.g. Caltech-101 (Fei-Fei et al., 2004), to real
Human-Robot Interaction (HRI) scenarios (Fanello
et al., 2013a).

A very influential method for representing the im-
age content is the so-called Bag of Words (BoW)
paradigm (Csurka et al., 2004) (also referred to as Bag
of Keypoints) based on a vector quantization of local
keypoints. This approach has been extended by the
work of Lazebnik et al. (Lazebnik et al., 2006), which
introduces the Spatial Pyramid Representation (SPR)
to preserve the spatial configuration in images, and
leads to a very popular framework within the visual
recognition community.

In classification tasks, it is well known that the
sparsity of data representations improves the overall
classification accuracy (Fanello et al., 2013c; Viola
and Jones, 2004; Huang and Aviyente, 2008; Destrero
et al., 2009), therefore Yang et al. (Yang et al., 2009)
improve the spatial pyramid pipeline by replacing the
vector quantization procedure with a sparse coding
step. Different extensions to (Yang et al., 2009) have
been proposed in the recent literature (Boureau et al.,
2010; Boureau et al., 2011; Feng et al., 2011; Jia et al.,
2012; Russakovsky et al., 2012; Chen et al., 2012)
— all these methods being based on an unsupervised
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Figure 1: General pipeline for a visual recognition system. We contribute to the Pooling Stage, where we apply a Dictionary
Based Pooling (DBP) operator.

learning of an ad hoc dictionary of atoms.
A recent line of research showed how dictionaries
learned according to discriminative strategies may
produce very effective image representations and
should be used if labeled data are available. In (Kong
and Wang, 2012; Fanello et al., 2013c) the discrimina-
tive strategies involve the coding stage of the pipeline.
In this paper we show that discriminative dictionaries
can be employed also during the pooling stage, yield-
ing to image representations with an increased dis-
criminative power. We start off from a low-level set
of feature descriptors and we learn ad-hoc dictionar-
ies in a discriminative manner. Then, we use these
dictionaries to identify the region of the images be-
longing to a particular class of objects. The regions
are then pooled together in order to obtain a compact
and meaningful descriptor of the image.
The rest of the paper is organized as follows: in Sec-
tion 2 we review the background of our work. In Sec-
tion 3 we describe the method we propose; experi-
ments, results and applications are presented in Sec-
tion 4, while Section 5 is left to a final discussion.

2 BACKGROUND

In this section we review a classification pipeline
commonly used in literature for multi-class image
recognition (Lazebnik et al., 2006; Yang et al., 2009;
Boureau et al., 2011). This will set the basis to discuss
the contributions of our approach.

2.1 Visual Recognition Pipeline

A general visual recognition pipeline based on the use
of coding and pooling techniques can be divided in
four main stages, as depicted in Fig. 1:

Local Features Extraction. The input image is first
described with a set of local features fxigM

i=1. Very
popular examples are image patches, SIFT (Lowe,
2004), or SURF (Bay et al., 2008) (either sparse or
dense). Taking inspiration from (Fei-fei and Perona,
2005), in this work we compute SIFT descriptors on
a regular grid of image locations, thus each image is
represented with M descriptors xi 2Rd , with d = 128.

Feature Coding. It is based on the use of a fixed
or data-driven dictionary D of K atoms. The goal is
to associate each image feature xi 2 Rd with a code
ui 2 RK estimated as:

ui =argmin
u
kxi�Duk2

F +lR(u)

s.t. C(u)
(1)

where k�kF is the Frobenius norm, and C is a (pos-
sible) constraint. Vector Quantization (VQ) (Lazeb-
nik et al., 2006), Sparse Coding (SC) (Yang et al.,
2009) and Locality-constrained Linear Coding (LLC)
(Wang et al., 2010) are popular examples of coding
methods, that mainly differ in the choice of regular-
ization term R(u) and constraints C(u). Following
(Fanello et al., 2013c), in this work we use Sparse
Coding with ad-hoc dictionaries learned from the data
(Sec. 2.2).

Feature Pooling. A common approach to overcome
the locality of codes ui relies on the definition of a
pooling operator g that combines the contributions
of multiple image locations. Often, this operator
takes the codes located at S overlapping regions (e.g.
cells of the spatial pyramid), and for each region
pools the information in a single vector fs 2 RK ,
fs = g(i2Ys)(ui), where Ys denotes the set of locations
within the region s. The image is finally represented
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Figure 2: Visual intuition of the Dictionary Based Pooling
operator. For each image we compute the weights of the N
classes related to each code ui, i = 1; : : : ;M. All the codes
are weighted according to the considered class. The max
pooling operator will select only relevant features for the
considered image.

with a descriptor zs 2 RK�S which is the concatena-
tion of all fs. Examples of popular pooling opera-
tors are average pooling and max pooling. In this pa-
per, we propose instead the use of a pooling opera-
tor which is guided by the discriminative dictionaries
(Sec. 3).

Image Classification. The image descriptor is the
input of a final classification step. It has been shown
that sparse coding is very effective if combined with a
linear classifier (Yang et al., 2009), leading to com-
putationally efficient approaches. In what follows,
we adopt a linear Support Vector Machines (Vapnik,
1998) following a one-vs-all strategy.

2.2 Discriminative Adaptive Sparse
Coding

Our approach to sparse coding relies on learning dis-
criminative dictionaries. We follow the method pro-
posed in (Fanello et al., 2013c). In the remainder of
this section we briefly recall the procedure, referring
the interested reader to (Fanello et al., 2013c) for fur-
ther details.
Let us consider a multi-class problem with N classes
(objects) and let Xp = [x1; : : : ;xmp ] be the d �
mp matrix whose columns are the training vectors
of the p � th class. Also, let us define Xp

=
[X1;X2; : : : ;Xp�1;Xp+1; : : : ;XN ] to be the concatena-
tion of the training matrices of all other classes q 6= p.
Dictionary learning is based on the minimization of
the functional:

E = jjXp�DpUpjj2F + jjXp�DpUpjj2F+
+ljjUpjj1 +µjjUpjj2

(2)

with respect to Dp;Up and Up. Dp is the d�K dic-
tionary of class p, Up 2 RK�mp

is the codes matrix

of class p, while Up 2 RK�mp
, with mp = å

N
q=1 mq,

q 6= p, are the coefficients related to all other classes.
In essence, when learning the dictionary of class p,
features belonging to it are constrained to have a
sparse representation thanks to the l1-penalty term,
while features of all other classes are forced to be as-
sociated with a more dense and smooth code vector.
l and µ are the regularization parameters allowing to
control the importance of the two contributions.
As a consequence, features belonging to class p have
a higher response if encoded with dictionary Dp rather
than any other dictionary Dq, q 6= p, leading to a very
discriminative representation.

3 DICTIONARY BASED
POOLING (DBP)

The use of feature dictionary is usually limited to the
coding stage of the object classification pipeline. In
this work, instead, we propose to extend their use
to the pooling stage, exploiting their discriminative
power.
Similarly to (Fanello et al., 2013c), we consider a
global dictionary D = [D1; : : :DN ], of size d � KG,
where KG = K�N, composed as the concatenation of
all discriminative dictionaries previously computed.
A feature x 2 Rd can be decomposed with respect to
dictionary and codes as x ’ Du, with u a KG column
vector.
We can interpret each element of code u as the rele-
vance of each atom in the linear combination. Since
we know the correspondence between atoms of the
dictionary and classes, u can be seen as a concatena-
tion of blocks, each one including the responses of a
dictionary:

uT = [(u1)T; : : : ;(uN)T]; (3)

where up is a K-ary vector representing the response
of the p-th dictionary.
We evaluate the strength wp of code u with respect to
class p as

wp(u) =
K

å
j=1
ju( j)pj (4)

where u( j)p denotes the j-th element of codes block
of class p.
As observed in the previous section, highest values
in u, and consequently in w, should directly denote a
particular affinity with the corresponding class. We
thus adopt these measures as weights within a pool-
ing operator working on a partition of the codes space
fXpgN

p=1, induced by the association of codes with
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Figure 3: The iCubWorld 1:0 Dataset. Samples of the 7
classes collected for the robot (top strip) and human (bottom
strip) datasets.

classes. Pooling is performed in each state of the par-
tition according to the following

g(i2X p)(ui) = max
i
(wp

i (ui) �ui) 8p = 1; : : : ;N (5)

The weight wp
i represents a confidence measuring

how likely is that the code ui has been observed in
class p. Roughly speaking, they evaluate how much a
given class is able to “see” in a particular image. Fig.
2 shows a visual representation of this principle. On
the right, in particular, we report an image depicting
a tennis ball as “seen” by its true class (above) and
by the accordion class. Weights associated with the
correct class are clearly higher.
For each image, we can finally build a representa-
tion zn 2 RKG�N that is the concatenation of all the
weighted responses followed by the max pooling op-
erator.

Combining the Spatial Layout and the Dictionary
based Pooling. The spatial pyramid representation
leads to an image descriptor zs 2 RKG�S, with S the
number of the pyramid cells (see Sec. 2.1), while
the proposed DBP generates a descriptor zn 2RKG�N .
The final image representation z will be the concate-
nation of the two vectors: z = [zs;zn] 2 RKG�(S+N).
It is common practice to normalize the data before
classification, and as a consequence the descriptors
become more peaky around zero. It has been exper-
imentally observed the benefit of using a power nor-
malization (Perronnin et al., 2010). Each component
of both zs and zn are exposed to the following power
normalization:

zs = sign(zs)jzsja

zn = sign(zn)jznja
(6)

where 0� a� 1, in our experiments we set a = 0:5.
This is basically an explicit mapping to another fea-
ture space, where the highest code responses have less
impact in the descriptor.

4 EXPERIMENTS

In this section we validate the proposed dictionary
based pooling method. We consider three datasets:

iCub World 1.0, iCubWorld Categorization1 and a
subset of the Caltech-101 (Fei-Fei et al., 2004). We
compare our approach with state of the art methods
(Yang et al., 2009; Fanello et al., 2013c), with the
goal of showing that our pooling stage can improve
the overall performances. We denote with:

� SC the method in (Yang et al., 2009).

� SC + DASC the approach proposed in (Fanello
et al., 2013c).

� DBP (SC + DASC + Dictionary Based Pooling)
the method described in Sec. 3.

4.1 Implementation Details

We provide here the details concerning the system pa-
rameters. As for the local feature extraction, we ex-
tract fixed-scale SIFT on patches of size 16�16 pix-
els, centered on a fixed grid every 8 pixels.
In the coding stage we set the global dictionary size
KG to 1024, while each class dictionary has K = KG

N
atoms. In this way we ensure a fair comparison with
the baseline methods, i.e. all the image representa-
tions have the same size. The regularization param-
eters l and µ of Eq. 2, and the cost parameter C of
SVMs have been selected with a 5-fold cross valida-
tion on the training set (µ = 0:15 and l = 0:1).

4.2 iCubWorld 1:0

We first evaluate the proposed method in a real
Human-Robot Interaction (HRI) setting, where the
goal is to recognize single instance of objects. The
dataset we refer to has been acquired with the iCub
humanoid robot (Metta et al., 2008), and is composed
of 7 classes with 500 frames per class, for both the
training and the test phase respectively.
Acquisitions have been made with respect to two dif-
ferent modalities, the Robot Mode and the Human
Mode (Fanello et al., 2013a; Fanello et al., 2013b)
(see Fig. 3). The Robot Mode dataset contains im-
ages acquired by iCub while handling an object of in-
terest. The robot moves the arm in order to observe
the object from multiple points of view. The Human
Mode dataset contains images depicting a human ac-
tor holding one of the seven objects in his hand and
showing it to the robot. The robot actively tracks the
object, which is presented to the robot from multiple
points of view.
The recognition has been performed per frame, tem-
poral information is not used. The results we obtained

1The iCubWorld 1.0 and iCubWorld Categorization
Datasets can be downloaded from http://www.iit.it/
en/projects/data-sets.html
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Table 1: Accuracy results for the iCubWorld 1.0 Dataset,
for both Robot Mode (RM) and Human Mode (HM). We
show results when no pyramid is used (No SPM) and with
3-level pyramid (SPM).

Method Accuracy RM Accuracy HM

N
o

SP
M SC 70.65% 66.83%

SC + DASC 76.00% 69.57%
DBP 81.82% 77.57%

SP
M

SC 84.11% 75.44%
SC + DASC 84.33% 77.73%

DBP 86.04% 80.97%

Figure 4: The iCubWorld Categorization dataset. It con-
tains 10 classes acquired with a HRI scheme.

are summarized in Tab. 1 and show how, in this first
robotics scenario, dictionary based pooling boosts the
performances of the reference methods.

4.3 iCubWorld Categorization

For the second experiment we used a recent object
categorization dataset acquired with a HRI setting
(Fanello et al., 2013a). The modalities of the acquisi-
tion are similar to iCubWorld 1:0, but the focus is on
object categorization. It comprehends 10 object cat-
egories of different complexity with respect to shape
and textures. For each category 3 objects instances of
200 frames each are used for training and 200 frames
are used for the testing phase for each new object
instance. The particular complexity of this dataset
is due to the presence of structured clutter, mean-
ing that the context/background does not improve the

Figure 5: The selection of 20 classes from the popular
Caltech-101 dataset, that we considered within the object
categorization experiments.

Table 2: Accuracy results for the iCubWorld Categorization
Data-Set. We show results when no pyramid is used (No
SPM) and with 3-level pyramid (SPM).

Method Accuracy

N
o

SP
M SC 38.07%

SC + DASC 39.37%
DBP 43.51%

SP
M

SC 44.01%
SC + DASC 44.89%

DBP 49.28%

Table 3: Accuracy results for the 20 classes of the Caltech-
101. We show results when no pyramid is used (No SPM)
and with 3-level pyramid (SPM).

Method Accuracy

N
o

SP
M SC 64.55%

SC + DASC 66.81%
DBP 73.62%

SP
M

SC 76.95%
SC + DASC 84.43%

DBP 86.24%

recognition performances and it cannot be exploited
as in standard image retrieval data-sets (Fanello et al.,
2013a). In Tab. 2 we show the results for the cat-
egorization test (T 3 test in (Fanello et al., 2013a)).
Even in this challenging data-set the proposed ap-
proach outperforms the baseline methods.

4.4 Caltech-101

Finally we show that our method well generalizes also
to standard computer vision dataset oriented to image
retrieval problems. For this test we used a selection of
20 classes from the very popular Caltech-101 dataset
(Fei-Fei et al., 2004). The classes are the same used in
(Fanello et al., 2013c) and are depicted in Fig. 5. We
followed the standard evaluation procedure: for each
class we used 30 of the available images as training
set, while the others have been used for the test phase
(max 50 per class). Again even in absence of the spa-
tial pyramid, our method greatly improves the overall
accuracy. With a 3-level pyramid combined with the
DBP we obtain a substantial gain in the final accuracy.
Tab. 3 summarizes the results.

5 DISCUSSION

In this work we dealt with the widely accepted
coding-pooling pipeline for visual recognition and
proposed a pooling method guided by the use of
discriminative dictionaries. We considered a typical
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multi-class scenario and learned a dictionary for each
object class. Then, we used local descriptors encoded
with the learned atoms to guide the pooling stage: we
designed a pooling operator making use of weights
directly obtained from the coded descriptors.
We performed an extensive evaluations of the method
in both single instance object recognition and object
categorization problems, and stressed the representa-
tion we proposed considering a classical image re-
trieval scenarios – using the very popular Caltech 101
– as well as on a typical robot vision task – with data
acquired by the iCub humanoid robot. Results clearly
speak in favor of our approach, showing that the dic-
tionary based pooling strategy we proposed outper-
forms previous approaches. Our method is also com-
putationally effective thanks to compactness of the
description and usability with linear kernels.
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