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Abstract: In this paper we propose a novel approach for domain modeling that combines two different types of models:
(1) fuzzy ontology that describes the concepts of the domain and their relations in a formal way, and (2)
association model that presents the associations between the terms of the domain. We utilize the combined
model for query expansion by finding both highly associative and related concepts for the query terms. To
demonstrate the feasibility of the model and its utilization, we use the query expansion in a search engine of
chemical safety cards.

1 INTRODUCTION ogy is basically an abstraction of the domain concepts
and the terms in the documents represent the natu-
In this paper we introduce a novel approach for do- ral language symbols for them. Consequently, there
main modeling that utilizes both fuzzy ontologies and is the need to describe uncertainties in two places.
associations for retrieving relevant information from Firstly, we must describe the fundamental imprecision
document databases. We focus on a database consisbf the concepts themselves, for example, in the case of
ing of approximately 2,000 chemical safety cards. As overlapping geographical areas. Secondly, the terms
the search space is small, the relevance of the searclused in natural languages are often ambiguous. For
results may be poor. Therefore, we use query expan-example, the word "Jaguar” can symbolize the con-
sion that utilizes the domain model to enhance the cept of an animal or a car. Moreover, natural language
search results. terms can be related to each other in various, impre-
Ontologiesare often used for defining the seman- cise ways.
tics of a domain terminology in a machine process- To describe the conceptual uncertainties, we have
able form. The idea is to use the ontology to enrich developed a fuzzy ontology. And to model uncertain-
the information in the domain and model the relation- ties in natural language terms, we apply the idea of an
ships of the concepts in the domain. One problem association network. As ontologies are often imple-
with current ontology languages, such as OWL (W3C mented in such a way that they contain mostly hierar-
Recommendation, 2004), is that they lack sufficient chicalis-aandpart-of relationships between the con-
means of addressing the uncertainty inherent in hu- cepts, they do not capture all the information of the
man communication (Carlsson et al., 2010). OWL domain. For example, "car” is-a "vehicle” represents
ontologies are "crisp” representations of a black-and- a relationship that is often described by an ontology.
white world, whereas human communication is inex- If we want to model a relationship between "car” and
act, person-dependent, and often ambigudtiszzy "road”, or "car” and "traffic lights”, we would have
ontologiesprovide a way to represent the uncertainty to build a more complex ontology that would include
by including weights into relationships between the relationships which can models these relationships.
concepts (Hirvonen et al., 2010; Parry, 2006; Sanchez ~ An association networKTimonen et al., 2011)
and Yamanoi, 2006; Widyantoro and Yen, 2001). aims to address this issue by modeling associations
We make a distinction between abstract concepts between the terms of a domain. The associations are
that in our thoughts refer to real-world things and the not limited to semantic or hierarchical relationships as
symbols for those concepts that we use to communi- they aim to model, for example, the co-occurrence of
cate our ideas to other people. In our case, the ontol-the terms in the domain. An association between two
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terms holds only a weight that depicts the strength 2 RELATED WORK
of the association. It does not identify the type of

the relationship. When compared with ontologies, |n this section we describe the related work in the

the biggest benefit an association network provides three areas relevant to our work: ontologies, associ-
comes from the fact that it can be trained from a set ation modeling, and query expansion.

of documents using an unsupervised method (Timo-
nenetal., 2011). Thatis, it requires very little manual 2.1 Fuzzy Ontologies
labor.

In this paper, we focus on a prototype search en-
gine that is used for searching chemical safety infor-
mation. We utilize the information from the safety

cards to build two models: a fuzzy ontology and an .
association network that aim to describe the terms Recommendation, 2004) has been challenged.

and their relationships in the domain. The aim of Q some et>)<tent, it seems thhat thz(jrequnse of the
the search engine is to support the information gath- ngant'c WA community is that addressing uncer-
ering of chemical safety experts who write the safety tainty in ontologies would result in solutions that do
data sheets for their products. The purpose of the dat pot sbcale (Thorr;gs e.‘gd Shgth, 2%06)' However, there
sheets required by the regulations is to ensure that th ask'een a Wor W.' e Inc_:u a;tor(ﬁro\lljva\tNWfC
hazards presented by chemicals are clearly communi-VOrking on u_ncertalnty o RRITS - N
cated to workers and consumers. During the writing 4 Tepog PUbI'Shed by the group (Lgskey et <Y
process the expert often needs information about re-2008), it is stated that information in large networks

lated and similar chemicals. As a test material we use IS lIkély to be uncertain, incomplete, and often also

the International Safety Cards (ICSC) maintained by ?ncorrect. Uncertain_ty rgpresentation o reqsoning
the International Labour Organization (ILO) is needed to deal with different levels of confidence

The challenge when focusing only on a small set and trust, and. also to enable conceptually overlapping
of documents is that a search may often produce only °Ntologies to interoperate.
a small set of results that may not be relevant to the 1 he Incubator Group goes on to recommend that
original query, in particular if the user does not know addressing uncertainty in ontplogles would increase
the correct query terms. Therefore, we use the two the usefulness of Web-based information, and a stan-
models for query expansion where the aim is to in- dard way of representing uncertainty should be de-
clude related concepts to the original query so that Veloped (Laskey and Laskey, 2008). The representa-
the result set consisting of chemical cards contains astion should also support defining properties for di-
much relevant information as possible. In this case, aferent. uncertainty formalisms. Possible formalisms
fuzzy ontology provides a distinct benefit by not lim- €*amined by Laskey and Laskey (Laskey and Laskey,
iting the query expansion to crisp relationships. 2_008) |n<_:lude probability theory, fuzzy logic, and be-

This paper makes the following contributions: (1) llf functions.
a novel approach for domain modeling that utilizes
both the uncertain domain knowledge in a fuzzy
ontology and the associations of the terms, (2) a . -
novel query expansion approach that uses the domairOntologies based on probability theory employ a
model, and (3) a case study where we present the usénathematical representation language for specifying

of the query expansion in search of chemical safety degrees of belief over statements regarding domain
information. knowledge. The approach is promising for systems

This paper is organized as follows: in Section 2we Where there are different sources that contain uncer-
discuss the related work in the areas of ontologies, as-tain and imperfect knowledge, making it necessary to
sociation modeling, and query expansion. In Section 8SS€ss the Ilkellhopd of a statement to b_e true orfalfse.
3 we propose a novel method for domain modeling. There are many different ways to combine probabil-
In Section 4 we present the case study we conductedty theory with ontologies. For a review of several
with chemical safety cards and propose a novel ap- Such approaches, see the appendices of (Laskey and

proach for query expansion. We conclude our work Laskey, 2008).
in Section 5. Fuzzy ontologiegParry, 2006; Sanchez and Ya-

manoi, 2006; Widyantoro and Yen, 2001)), on the
other hand, deal with vagueness and imprecision, and
draw influence from both fuzzy logic and crisp ontol-
ogy languages. A certain term in a fuzzy ontology

Since the knowledge in the real world is often charac-
terized by uncertainty and inconsistency, the "crisp”
logic of Semantic Web languages like OWL (W3C

2.1.1 Methodsfor Addressing Uncertainty
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can have many different meanings, each with an as-2002a; Tetko, 2002b). Ontologies aim to describe
signed membership value. A fuzzy mapping enables semantic relations, such as classification (hyponyms
the task of finding knowledge from systems with in- and hypernyms), composition (part-of) and various
consistent views on domain vocabulary (Thomas and dependencies between domain concepts. The aim of
Sheth, 2006). For example, according to Parry (Parry, association modeling is to include other types of rela-
2006), the fuzzy ontology is based on the idea that tions to the domain model. Its intuition comes from
each ontology concept is related to every other con- human associative memory: what other concepts we
cept in the ontology, with a degree of membership as- tend to think when we think of a particular concept.
signed to that relationship based on fuzzy logic. As These concepts may have semantic relations but they
in Figure 1 we can then specify that the term "Apple” can also be words that occur often together. For ex-
can represent a type of both a fruit and a computer ample, when thinking of "car”, in addition to specific
company. Note that this example does not make abrands of cars ("Ford”, "Volkswagen”) we may also
distinction between concepts and their correspondingthink concepts like "road”, "speed limit” and "traffic
symbols in natural language. jams”,

An association network consists of nodey &nd
edges €). Nodes are the terms (i.e., words and noun
phrases) of the domain. The nodes are linked together
with edges that hold a weight which represents the
strength of the association. The weights range be-
tween 0< w < 1 where a strong weight is depicted
with 1.0. There is no link between edges with weight

2.1.2 Utilizing Uncertainty in Query Expansion

When using a text- or keyword-based search engine,
the query must be precisely articulated, and it can be
challenging to find the exact right query terms that
will lead to the discovery of the most useful infor-
mation. A solution to this problem is query expan-
sion (or"query refinement”) - responding to the initial
query by suggesting a list of terms that are broader, : o X
narrower, or otherwise related (Widyantoro and Yen, COmponents when assessing the association weight:
2001). Fuzzy ontologies, in particular, have been pro- confidence(i.e., co-occurrencejlistance and age
posed as a mechanism for enabling the expansion of ! "€ main component of the weight is based on the
information queries (Bordogna and Pasi, 2000; Parry, confidence used in association rule mining (Agrawal
2006; Widyantoro and Yen, 2001). etal., 1993). Th_at is, the confidence of tecprgiven

In essence, query expansion is a matter of assesse termey, i.e., link frome; to ¢!
ing the semantic similarity of query terms, compar-
ing meanings rather than syntactic differences (which  confidencéc; — ¢;) =
can easily be handled by generic search engines like frequencyc;)
Google). For measuring semantic similarity - or se- ) )
mantic distance - several methods have been pro-herefrequencycincy) is the number of times;
posed, based on, e.g., distance within an ontological °€CUrs withcz, andfrequencyc,) is the number of
structure or concept feature matching (Cross, 2004; imesci oceurs in total.

Timonen et al. (Timonen et al., 2011) utilize three

frequencycy Ncy)

;@)

Janowicz et al., 2012). The aim of the confidence value is to give high
weights to term pairs that co-occur often. However, in
2.2 Association M odeling addition to confidence, two other features can be in-

cluded to the associations: distance between the terms

Associations have been used previously in neural net- (in the document), and age of the terms in the domain.
works and for gene function mapping. For example, The distance aims to measure the average distance be-
Mostafavi et al. (Mostafavi et al., 2008) use associ- tween the keywords; if they occur often close to each
ation network to represent a network of genes and other in the documents, they have a higher weight.
proteins where they are linked with undirected edges The age component aims to mimic the deterioration
that are weighted according co-functionality implied Of unused pathways; i.e., if the keyword is old it is
by a data source. The network is used for predicting Not as interesting. Therefore, the association weights

annotated gene functions in blind tests (Pefia-Castillo Of newer keywords should be stronger than of the old
etal., 2008). ones. The way Timonen et al. (Timonen et al., 2011)

Timonen et al. (Timonen et al., 2011; Timonen, assessed the distance and age components are domain
2013) use the term "association network” to describe Specific; for more information about the components
a form of domain modeling that aims to identify Wwe refer the reader to the original publications (Tim-
strong links between keywords. The term should not onen etal., 2011; Timonen, 2013).
be confused with associative neural networks (Tetko,  The strength of the association framto c; is the
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Figure 1: In a fuzzy ontology, the term "apple” can mean méumygs (originally presented in (Parry, 2006)).

combination of these three components: In semantic expansion, the idea is to include se-
mantically similar terms to the query. These words
include synonyms and hyponyms. When using word
ageg(cy) () stemming, the idea is to use a stemmed version of the
distancécy, cp) word so that different types of spellings can be found

The strength is normalized to fall betweg@1] (e.g., singular and plural). Term clustering is a way

S ; : . . to find similar terms by using term co-occurrence.
by dividing each weight with the maximum out-going Search log analysis is another way of finding similar
weight of the node. The normalization is done to all 9 y Y 9

; . terms. In this case, the logs are analyzed to identify
of the node’s out-going edges so that the strongest ; .
weiaht is scaled to 1.0 terms that often co-occur with the given query terms.
gn O . . Finally, web data utilization is an approach where
This approach has similarities with TextRank (Mi-

halcea and Tarau, 2004) algorithm as it considers co-2" external d'c_lta sorL]Jrqz (e'ﬁ" W'k'péd'a; #sed If'OL .
occurrence as the main component of the weight be- JUETY €Xpansion. The idea here is to use hyperlinksin

. . Wikipedia to find related topics for the query terms.
tween the terms. However, as the weights are anti- Bhoaal et al. (Bhoaal et al.. 2007) al ) q
symmetric (i.e. Strengtlic; — ¢) # Strengtlic, — ogal et al. (Bhogal et al., ) also reviewe

c))in Timonen et a. approach, we consider associa- f 2 BTG BPRRRIER, U MRS S O
tion networks more suitable for domain modeling. : ’

pus dependent knowledge models and corpus inde-
: pendent models. Relevance feedback is one of the
23 Query EngﬂSlon and oldest methods for expansion. It expands the query
Reformulation using terms from relevant documents. The documents
are assessed as relevant if they are ranked highly in
Query expansion is a process that aims to reformulateprevious queries or identified as relevantin other ways
a query to improve the results of information retrieval. (e.g., manually). Corpus dependent knowledge mod-
This is important especially when the original query els take a set of documents from the domain and
is short or ambiguous and would therefore give only uyses them to model the characteristics of the cor-
irrelevant results. By expanding the query with re- pus. This includes the previously mentioned stem-
lated terms the reformulated query may produce good ming and co-occurrence approaches. Corpus inde-
results. pendent knowledge models includes semantic expan-
Carpineto and Romano (Carpineto and Romano, sion and the web data utilization as it uses dictionar-
2012) have surveyed query expansion techniques.ies such as WordNeto include synonyms and hy-
According to them, the standard methods include: se- ponyms into the search. For more information, we re-
mantic expansion, word stemming and error correc-
tion, clustering, search log analysis and web data uti-  http:/iwww.wikipedia.org/
lization. 2http://wordnet.princeton.edu/

Strengttic; — ¢y)

= confidencéc; — ¢2) x
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fer the reader to the original articles by Carpineto and divided into a few orthogonal dimensions that we call
Romano (Carpineto and Romano, 2012) and Bhogal keyword categories. In our case the categories are:

etal. (Bhogal et al., 2007). e Material: Characteristics of materials, e.g.,

chemical properties (acid, liquid, etc.).

e Usage: Typical area where a productis used, e.qg.,
3 MODELING OF CHEMICAL T L
SAFETY INFORMATION

e Danger: Hazards related to a chemical, e.g., tox-
A document space consists of all the documents that icity.
are stored to the database. The space also holds all thee Entity: Entities possibly harmed by the danger,
terms that are found from the documents and fromthe  e.g., people or the environment.

metadata of the documents. We use two approaches
to model the document space: the fuzzy ontology and
the association network. In addition to the document
space and the search engine, we have implemented ® Precaution: Preventive and corrective measures,
helper tools for the laborious tasks of ontology cre-  €.9., use of rubber gloves.

ation, association network generation and automatic  jithin each category, the keyword instances that

annotation of the chemical cards. In this section we correspond to the domain concepts are organized with
describe the ontology and the association modeling in three fuzzy relationship types. The specialization

Exposure: Route of the harmful effect, e.g., in-
halation.

more detail. is used to represent the classification (is-a) of con-
. . cepts in a category. Similarly, the part-of relation-
3.1 Fuzzy Domain Ontologies ship describes the decomposition of wholes to part.

In addition to these common relationships present in
We have been working on a weighted ontology, in- most ontologies, we model all other link types with
spired by the languages of the Semantic Web, andthe generic dependency relationship. It can be used,
different approaches at depicting uncertainty in con- for example, across category boundaries to tell that
ceptual models. Our basic need is to be able to ad-a chemical is typically used in a particular area of
dress the inherent uncertainty and conceptual overlapindustry. All these relationships between keywords
in the properties of different chemicals. Specifically, are modeled as relationship instances that associate a
we have been interested in specifyigighted rela-  weight value with the relationship. For convenience,
tionshipsto support expanded queries based on do- this value is selected from a predefined set of lin-
main keywords Therefore, the idea otlatednes®f guistic labels. A noteworthy feature of our model is
keywords has been a guiding factor in the way the on- that specializations and part-of relationships have two
tology is specified. separate weights (one for inclusion and another for
Our approach draws influence from fuzzy ontolo- coverage) depending on the direction up or down in
gies, but looks for structures that are simple to define the classification or part-of hierarchy. This makes the

and process. In a fuzzy ontologyfuzzy seis defined  |inks asymmetric which has an effect on the search
by its membership function mapping each element of algorithm and results.
the domain to anembership degreealue. Afuzzy As is usually the case in ontology development,

number such as a "young person”, is a fuzzy set of the number of different concepts is large and the rela-
numerical values like real numbers or integers. Our tionships between them even more numerous. Conse-
ontology only uses membership degrees between Oquently, the costs of the initial ontology and its con-
and 1 (expressed with a qualitative value like "minor” tinuous maintenance can be very high. On the other
or "significant”) to describe conceptual uncertainties. hand, more tuning parameters and mathematics are
There are similar approaches available for other do- needed. In our experience, the complexity and cost of
mains (Formica et al., 2008; Yang et al., 2005; Zhang a fuzzy ontology is one of its main weaknesses.
etal., 2006). To alleviate this issue we have developed a few
Figure 2 illustrates the data model we use for de- tools to automate the process. First, we use the Euro-
scribing the conceptual uncertainties in OWL. Ingen- pean collection of standard phrases for chemical data
eral, knowledge repositories contain valuable pieces sheets EuPhraas a starting point. In contains large
of knowledge called nuggets. In our example, chem- number of relevant terms partly organized as frag-

ical safety card is the only subclass of nugget. Each mentary taxonomies. It was relatively easy to tag and
card instance is annotated with keywords picked from

the ontology. The space of all domain conceptsis first  3http://www.esdscom.eu/euphrac.html
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Figure 2: OWL representation of a fuzzy ontology.

automatically process the Excel files, and to generateassociation is calculated using Equation 1. The aim
the ontology in OWL format. However, manual addi- is to identify the co-occurring terms and give strong
tions and refinements were needed to create collectionassociation when two terms co-occur often. For ex-
of about 650 keywords and 900 fuzzy relationships. ample, we aim to find links such dsre - Fumes-
Another task was to annotate the nearly 1,700 Toxicas they co-occur often and may therefore be im-
chemical cards with suitable keywords in each key- portantin the search: query with "Fire” could produce
word category. Fortunately, ILO’s web server main- interesting documents if we include also "Fumes”.
tains the information in a fixed HTML format, mostly We create the association network using the key-

containing table elements. This made it possible to words from the ontology. That is, we need the in-
download the cards and to look selected table cells formation from ontology creation as the documents

for terms found in the ontology. we use should contain concepts (i.e., keywords) and
their categories. For example, a document may hold:
3.2 Association Modeling (Danger - Toxig, Fire, NauseaMaterial - Lead Ox-

ide, Crystalg, where Danger and Material are the cat-

The idea behind association modeling is to repre- €gories. As the aim is to find co-occurring chemical
sent the term relationships to mimic human associa- attributes, we assess the co-occurrence among all cat-
tive memory. That is, when we think of a term (e.g., €dories. Thatis, we take all the attributes from all the
"car”) the model presents what other terms may come categories and assess their confidence.
to mind. These terms can be semantically related, for ~ By using only the keywords from the ontology we
example, synonyms such as "automobile” or hyper- get formatted terms that can easily be linked to the
nyms such as "vehicle”, or they can be otherwise re- ontology. We also experimented with building the
lated terms such as "tyre”, "pavement” or "Ferrari”.  network from all the words found from the chemi-

The main component of the association network cal safety cards but without proper keyword identifi-
is the links between the terms. In order to capture cation, this resulted a lot of noise in the network. The
the associations between the terms we need to weightweight between the keywords is their co-occurrence.
the links. Timonen et al. (Timonen et al., 2011) used That is, if termA occurs 100 % of time with term
three components when weighting the associations: B, the weightw(A — B) = 1.0. If B occurs withA
co-occurrence, age, and distance. In this work we use50 % of time, the weightv(B — A) = 0.5. Addi-
only co-occurrence. Age is not used as the age of thetional weighting components may be beneficial and
chemical safety cards is not relevant; i.e., older cards will provide an interesting research topic for the fu-
are as relevant as the new cards. Distance of the termgure.
is also not used due to the type of documents we are  Table 1 presents a sample set of keywords and
using. their association mappings. The last two (Sodium

The confidence we use to model the weight of the — Sodium Oxide, and Alcohots Prenyl Alcohol)
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Table 1: A sample of keyword associations.

Term (from) Term (to) Weight
Tetrahydrofuran Diethylene Oxide 1.0
Prenyl Alcohol Alcohol 1.0
Sodium Oxide Oxide 1.0
Sodium Oxide Sodium 1.0
Fumes Fire 0.97
Vapour Fire 0.80
Fire Fumes 0.54
Sodium Acid 0.51
Sodium Powder 0.43
Sodium Sodium Oxide -
Alcohol Prenyl Alcohol -

demonstrate the anti-symmetric property of the net- with a spreading activation technique (Crestani, 1997)
work. That is, even though the link from A to B is using the best first search (Pearl, 1984). The best first
strong, when B is too common, the link from B to A search uses a function to select the topodes from
is too weak and therefore not included to the network. the network by assessing the association between the
We filtered the weakest associations (weight = query nodeq and the nodé. Association between
0.35) from the network as they do not contribute to nodesyandk is the maximum value of the product of
the query expansion. The resulting association net-the weights in any of the paths frogto k. The func-
work held approximately 150,000-associations. tion uses a thresholg to select the expanded nodes.
If the weight fromq to k is below the thresholds is
not used in the expansion. We uge= 0.5 which was
. selected after empirical evaluation of performance.
4 CASE STUDY: 1CSC SEARCH For example, consider Table 1 where the path
from nodeVapourto nodeFumesis Vapour— Fire —

In this section we describe the case study we per- £ ,mes The weight betweelapour— Fumesin this
formed for the search of International Chemical ~55eis @B x 0.54= 0.43. Ift, = 0.5, the node would

Safety Cards (ICSC). The idea is to implement & nqt he added to the expanded list.
search engine that can fetch relevant safety cards for e query is reformulated to include all the

reference when new cards are being written. Gnya@n,0n terms. This query is then used to search the
database and produce the result set (Figure 4). Each
4.1 Search Process resulting document is weighted based on the match-
ing query terms. For example, if the expanded term
Search is usually initiated by providing the search is added to the query with the weigh80it will con-
terms; i.e., the query. These terms are usually proper-tribute to the weight of the document with this weight.
ties of the chemicals, such #ammableor colorless All the original search terms have the weigh®1
liquid. In addition, the name of the chemical can be Figure 5 presents the query results page. The doc-
used if a specific chemical is needed. uments are printed in the result page in the descending
The first step of the search process is to expand theorder. The user can see which of the query terms pro-
guery with additional and relevant query terms. The duced the document as the result by highlighting the
guery expansion is performed as the search space ignatching query terms. The expanded terms are also
small and the original query terms often produce im- highlighted in the results.
perfect results. In our work, we combine the ontology ~ We also implemented a search that can fetch sim-
and the association model, and use them for query ex-ilar chemical safety cards. That is, each card shown
pansion. to the user has a "search similar cards” link that is
We use the models as follows: for each query term used when the user wants to find similar cards. We
gn in the query, the query is first expanded to the utilized the association model for the similarity as-
neighboring terms, from the association network. sessment. The similarity between two documents can
Then, for this expanded term list, query is further ex- be assessed usimgsine similaritythat measures the
panded by searching for related concegisin the cosine of the angle between them:
fuzzy ontology (Figure 3). dn-dnm
The query is expanded in the association network cog(dn, m) = T (3)
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Figure 3: First, the query is expanded in the associatiowerétand then in the ontology.
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Figure 4: Query terng, and the expanded terrs andoz produce the result set of,r,, andrs.

Here, the dot product al, anddy, is the number of 4.2 Search Results

matching terms, anfld,| and||dm| is the length of

the documents. The search produces a set of documents, i.e., chemi-
Instead of using the binary assessment of numbercal safety cards as the result. Each documentis scored

of matching terms (where the term either matches or based on their relevance to the query. The results are

does not match), we use the association weight be-shown in the descending order (Figure 5). The score

tween the terms. That is, we assess the weight be-for adocumenttakes the number of the matching orig-

tween the two terms in the network, as in query ex- inal query terms, and the weights of the matching key-

pansion. For example, the match betw®apourand words from query expansion:

Fumesds 0.43 instead of 0.0, when assessing the simi-

larity between the documents. The match between the Yqeoi0:a€d} + Yo {W(e) tecd}

termn (in dn) and the documenty, is the maximum (d) = Q| ?

association weight betweerand all the terms itl,. 4)
Figure 6 shows the result page for the similar whereQ is the set of original query termg; is the

chemical card search. The page shows the score ofset of query terms from query expansion, av(@) is

the document, which is percentage of matching terms the weight of the expansion term.vfd) > 1, we use

weighted by the associations. w(d) = 1.0.
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Report query results ﬁ

Your query

Aluminium, Lead

Your search returned 98 results.

ICSC0003: 0 LEAD CHROMATE 100% [=

YELLOW-TO-ORANGE-YELLOW CRYSTALLINE POWDER.

Material:  Plumbeus chromate, Chremic acid lead (i) salt (1:1), 0 lead chromate, Lead, Powder

Danger:  Acid, Toxic, Fire, Irritating, Cough, Headache, Nausea, Redness, Abdominal pain,
Pain, Vomiting, Fumes, Lead, Oxides, Peroxide, Hydrogen peroxide, Alum
Organic compounds, Heating

Entity: Eyes

Exposure; Inhalation, Ingestion

Find more like this

ICSC0357: POTASSIUM HYDROXIDE 100%
WHITE HYGROSCOPIC SOLID IN VARIOUS FORMS.

Material:  Caustic potash, Potassium hydrate, Potassium lye, Potassium hydroxide, Potassium,
Lye, Solid
Danger: Combustible, Fire, Explosion, Explosive, Cough, Sore throat, Shortness of breath,

Redness, Pain, Burns, Blurred vision, Severe burns, Abdominal pain, Nausea,
Vomiting, Base, Metals, Acid, Lead, Aluminium, Zinc, Tin, Gas, Ammonia

Entity; skin, Eyes
Exposure:  Inhalation) Match: 10.0% i
Precaution: Water, Info.iS 8 subclass of Subsiance which is a superclass of Aluminium
‘I Find more like this I
ICSC0910: LEAD ACETATE 64% |
m COLOURLESS CRYSTALS OR WHITE POWDER. I

Material:  Lead diacetate, Lead dibasic acetate, Lead acetats, Lead, Crystals, Powder
Danger:  Toxic, Fire, Irritating, Cough, Sore throat, Redness, Pain, Nausea, Vomiting, |
Acetic acid, Acid, Fumes, Lead, Oxides; Phenols, Phosphates, Carbonates, |
Heating

Figure 5: Search results for query "Aluminium,Lead”.

-
Similar reports ‘ ﬁ

Your query
Find similar for: ICSC0288: LEAD(II) OXIDE

Your search returned 1640 results.

ICSC0999: LEAD CARBONATE 549%
COLOURLESS CRYSTALS.

Material: Lead, Crystals, Carbonic acid lead(2?) salt, Lead(2?) carbonate, Cerussite,
Lead carbonate, Acid, Carbonic acid, Carbonate

Danger:  Toxic, Fire, Irritating, Abdominal pain, Pain, Nausea, Vomiting, Fumes,
Oxide, Lead oxide, Fluorine

Exposure: Ingestion

Find more like this

ICSC1638: COPPER PHTHALOCYANINE 50%

BRIGHT BLUE CRYSTALS.

Material:  Crystals, 20h31h-phthalocyaninate(2-)-n29n30n31n32 copper,
Copper (23h31h-phthalocyaninato(2-)-n29n30n31n32)- (sp-4-1)-,
Tetrabenzo-5101520-diazaparphyrinephthalocyanine, C?i? pigment blue 15,
Copper phthalocyanine, Copper

Danger:  Toxic, Fire, Irritating, Abdominal pain, Pain, Nausea, Fumes, Heating

Exposure: Ingestion

Eind more like this

ICSC1221: THALLTUM CARBONATE 49%,

COLOURLESS OR WHITE CRYSTALS.

Material:  Crystals, Carbonic acid dithallium(1?) salt, Dithallium carbonate, Thallous carbenate,
Thallium carbenate, Acid, Carbenic acid, Carbonate, Thallium

Danger;  Toxic, Fire, Irritating, Abdominal pain, Pain, Nausea, Vomiting, Fumes,
Heating, Headache, Blurred vision

Exposure: Ingestion

Eind more like this -

Figure 6: Search results when searching for similar chdmigéh "Lead(ll) Oxide”.
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Your query

Nauses, Toxic; Lead, Acid, Aluminium

Your search returned 1 resuits.

ICSC0003: 0 LEAD CHROMATE 100%
YELLOW-TO-ORANGE-YELLOW CRYSTALLINE POWDER.

Material:  Plumbous chromate, Chromic acid lead (i) salt (1:1), 0 lead chromate, Acid, Lead,
Powder

Danger:  Toxic, Fire, Irritating, Cough, Headache, Mausea, Redness, Abdominal pain, Pain,
Vomiting, Fumes, Lead, Oxides, Peroxide, Hydrogen peroxide, Aluminium,

Crgan N
Entity:  Eyes | Report query results &

Exposure: Inhalal

Your gue
Eind more like this| s

Nausea, Toxic, Aluminium, Lead, Acid

Your search returned 41 results.

ICSCO003: 0 LEAD CHROMATE 100%

[ Jr

YELLOW-TO-ORANGE-YELLOW CRYSTALLINE POWDER.

Material:  Plumbous chromate, Chromic acid lead (i) salt (1:1), 0 lead chromate, Acid, Lead,
Powder

Danger:  Toxic, Fire, Irritating, Cough, Headache, Nausea, Redness, Abdominal pain,
Pain, Vomiting, Fumes, Lead, Oxides, Peroxids, Hydragen peroxide, Aluminium,
QOrganic compounds, Heating

Entity: Eyes

Exposure: Inhalation, Ingestion

Find more like this

ICSC0910: LEAD ACETATE

COLOURLESS CRYSTALS OR WHITE POWDER.

Material:  Lead diacetate, Lead dibasic acetate, Lead acetate, Lead, Crystals, Powder

Danger:  Toxic, Fire, Irritating, Cough, Sore throat, Redness, Pain, Nausea, Vomiting,
Acetic acid, Acid, Fumes, Lead, Oxides, Phenols, Phosphates, Carbonates,

Heating
——y Entity: Skin
Exposure: Inhalation, Ingestion

Eind more like this

ICSC0738: TIN (1) CHLORIDE DIHYDRATE 10%

COLOURLESS-TO-WHITE SOLID IN VARIOUS FORMS.

Material:  Stannous chloride dihydrate, Tin (i) chloride dihydrate, Chloride, Solid

Danger:  Tin, Toxic, Fire, Irritating, Cough, Sore throat, Redness, Pain,
Abdominal psin, Nausea, Vomiting, Fumes, Substance, Heating

Entity: Eyes —|

Figure 7: Search results with and without the query expanfinthe search "Nausea, Toxic,Lead,Aluminium,Acid”.

We evaluated the models and their use for query scoring expanded card has the score of 64 %. As this
expansion by manually assessing the search resultscard (ead Acetateis quite similar with the highest
We compare the search results received both with andscoring card @ Lead Chromatewe consider this re-
without the query expansion. We use a set of manu- sult very good.
ally selected query terms. In addition, we evaluated

g . In an experiment of 20 different searches, the top
the results of similar chemical safety card search.

scoring cards in the result set are the same for both
We demonstrate an actual use of the system, con-expanded and non-expanded queries. However, the
sider a query with the following chemical attributes: expansion includes documents to the result set that
Nausea, Toxic, Lead, Aluminium, AcidThe idea  otherwise would not be there. In addition, when the
is that the chemical safety experts need information non-expanded search would produce no documents,
about chemicals that have these attributes in commonthe expansion almost always produces some results.

with the new chemical. When assessing the feasibility of the documents

When using these five query terms, we get only 1 received with expansion, the score for the document
chemical safety card when the query is not expanded.indicate the relevancy reasonably well. That is, if the
With expansion, there are 41 chemical safety cards score for the document is high, it is more likely a rel-
in the result set. In this demonstration the query ex- evant document. These results are promising and in-
pansion has shown clear benefits as the search prodicate that the proposed query expansion technique
duces more information. Figure 7 presents this searchand the domain models address the issues faced with
case. The highest scoring document is the same inthe small search space. We leave the further assess-
both cases but the expansion adds several other poment of the feasibility of the included documents and
tentially relevant cards to the result set. The highest the comparison against competing approaches out of
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scope of this paper. tification from documents. In conclusion, we believe
To demonstrate the similarity search we use two that by combining the association network with the

chemical safety cardd.ead Arsenite and Graphite ontology we are able to create a richer model of the

(Natural). We picked these two chemicals as we have domain that can be better utilized in different types of

some background knowledge about them. The mostapplications.

similar chemical card folead Arsenitewas Lead

(1) Arsenite and forGraphite (NaturalwasCarbon

Even without expertise in the area, we can see that ACK NOWLEDGEMENTS

these two chemicals are relevant considering the orig-

inal chemical safety cards. To experiment the Sim- aythors wish to thank the Finnish Funding Agency

ilarity search, we conducted the search for 20 dif- ¢, technology and Innovation (TEKES) for funding

ferent chemicals. In the experiment, 90 % of the g research and the anonymous reviewers for the
highest scoring documents were considered very rel-\ .2 ple feedback.

evant. Even though the number of queries performed
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