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Abstract: Supervisory control theory deals with automated synthesis of models of supervisory controllers that ensure
safe coordinated discrete-event behavior of a given system. To increase the expressivity of the framework
and provide for a greater modeling convenience, several extensions with variables have been proposed. One
of the most prominent such extensions is implemented by means of extended finite automata with variables.
We revisit the notion of controllability for nondeterministic finite automata with variables, which defines
conditions under which a model of a supervisory controller can be synthesized. We will show that the existing
notion of controllability for extended finite automata does not have desirable algebraic properties, i.e., it is not
a preorder. We propose to employ an extension of controllability for nondeterministic discrete-event system
based on a behavioral relation termed partial bisimulation, which we show that subsumes the existing notion
of controllability for extended finite automata.

1 INTRODUCTION chronizing processes in line with (Ramadge and Won-
ham, 1987; Cassandras and Lafortune, 2004). The

Development of quality control software is becom- model of the uncontrolled system is typically referred

ing an increasingly difficult task due to high com- to asplantand it is restricted by the model of the su-

plexity of high-tech systems, promoting the former as pervisory controller, which referred to aspervisor

an important bottleneck in the design and production The coupling of the supervisor and the plant, results

process as already noted in (Leveson, 1990). Tradi-in thesupervised planivhich models the supervisory

tional techniques are not able to satisfactorily cope control loop, i.e., it specifies the behavior of the con-

with the challenge due to the frequent design changestrolled system.

in the control requirements, which gave rise to super-  Traditionally, the activities of the machine are

visory control theory of discrete-event systems postu- modeled as discrete events, whereas the supervisor

lated in (Ramadge and Wonham, 1987; Cassandrads a process that synchronizes with the plant. The

and Lafortune, 2004). Supervisory control theory supervisor can enable or disable available events in

studies automatic synthesis of models of supervisory the plant by synchronizing or not synchronizing with

control software that provide for safe and nonblock- them, respectively. The events are split iotmtrol-

ing behavior of the controlled system by coordinating

high-level discrete-event behavior of the concurrent

system components. { User

Supervisory controllers rely on discrete-event ob- * }
servations made regarding the discrete-event system S“Pewis?fy G Coordinating |<_| Processing D Tasks
behavior by using sensory information, as depicted in conte I X

Figure 1. Based upon the observed signals, these con-

|
. . Lo Resource .. -
trollers decide which activities are allowed to be car-  control | Driving |‘—| Conditioning |
ried out safely and do not lead to potentially danger- l T Resources
ous or otherwise undesired situations, and send back | | | |
. Transducers Actuators Sensors
control signals to the hardware actuators. Under the | N

assumption that the supervisory controller can react
sufficiently fast on machine input, one can model this
supervisory control feedback loggs a pair of syn- Figure 1: Supervisory control architecture.

Main structure
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Observation of events of resource and supervisory control is unified, e.g., by

and/or variables employing shared variables or publisher/subscriber

Ob ! L services, which is typical for implementations in the

server Supervisor ificial i i i - -
Plant p artificial intelligence domain. The event-based ap

ry [ proach suggests direct observation of activities of the

Allowed controllable system, which are typically triggered by the system

events to be supervised, relying on some input/output inter-

Figure 2: Supervisory control feedback loop with data- face. The extensions of supervisory control theory
based observations. with variables and data aim at a two-fold improve-

ment; more concise specification due to parametriza-
lable anduncontrollable eventghe former typically tion of the systems, as suggested in (Chen and Lin,
modeling interaction with actuators, whereas the lat- 2000: Miremadi et al., 2008) and greater expressive-
ter model observation of sensory information. There--pess and modeling convenience, as shown in (Skold-
fore, the supervisor is allowed to disable controllable stam et al., 2007; Gaudin and Deussen, 2007). The
events, e.g., if the boiler pressure is above the safeextensions range over the most prominent models
threshold, then the heater should be switched off, but of djscrete-event systems like finite-state machines
it is not allowed to disable any available uncontrol- developed in (Chen and Lin, 2000), labeled transi-
lable events, e.g., by ignoring the pressure sensor ofjon systems, considered in (Markovski, 2012b), and
t_he boiler, one reaches a potentially dangerous situa-gytomata extensions, provided in (Skoldstam et al.,
tion. 2007; Gaudin and Deussen, 2007).

Add|t|0na”y, the SuperVised plant must also sat- With the deve'opment of new mode|si the Origi_
isfy a given set otontrol requirementsvhich model a3 notion of controllability for deterministic discrete-
the-safe or allowed behavior of the machine. Fur--eyent systems of (Ramadge and Wonham, 1987; Cas-
thermore, it is typ|Ca”y required that the SuperVised sandras and Lafortune’ 2004) is Subsequenﬂy ex-
plant is nonblocking, meaning that it comprises no tended to the corresponding settings with variables
deadlock and no livelock behavior. To this end, ev- and data parameterS. We note that the Contro"ab”_
ery state is required to be able to reach a so-calledity is originally defined as a language-based prop-
markedor final state, following the notation of (Ra-  erty and, thus, meant for deterministic discrete-event
madge and Wonham, 1987; Cassandras and Lafor-systems. Extensions of controllability for parame-
tune, 2004), which denotes the situation that the plant terized languages are proposed in (Chen and Lin,
is considered to have successfully completed its ex- 2000: Gaudin and Deussen, 2007). For nonde-
ecution. The conditions that define the existence of terministic discrete-event systems, there are several
such a supervisor are referred to as (nonblocking) proposed notions, relying on commonly observed
controllability conditions. In the setting of this paper traces in (Fabian and Lennartson, 1996; Zhou et al.,
we will not consider in detail the process of modeling 2006), failure semantics in (Overkamp, 1997), or
and ensuring that the (nonblocking) control require- (pj)simulation semantics in (Baeten et al., 2011b).
ments hold for the given plant and, instead we refer For nondeterministic extended finite automata with
the reader to the model-based engineering frameworkyariables, introduced in (Skoldstam et al., 2007),
of (Schiffelers et al., 2009; Markovski et al., 2010).  the proposed notion of so-called state controllabil-

Depending on the observational power of the su- jty of (Miremadi et al., 2008) relies on an exten-
pervisor, we deal with event-based supervision, stud- sion of the work of (Fabian and Lennartson, 1996).
ied in (Ramadge and Wonham, 1987), state-basedBoth works of (Overkamp, 1997) and (Baeten et al.,
supervision as studied in (Ma and Wonham, 2005; 2011b) rely on preorder behavioral relations to for-
Markovski et al., 2010), or data-based supervision mylate the notion of controllability, the former rely-
along the lines of (Miremadi et al., 2008; Markovski, ing on failure-trace semantics, whereas the latter is
2012b), respectively. The first approach relies on (bj)simulation-based. Eventhough, it has been argued
bUIIdlng a hiStory of observed events to deduce the that refinements based on these two types of seman-
state of the system as suggested in (Cassandras anfics have similar properties, cf. (Eshuis and Fokkinga,
Lafortune, 2004), whereas the second and the third 2002), (bi)simulation-based refinements are finer no-
approaches employ observers and guards that directlftions that are supported by more efficient algorithms,
convey the state of the system to the supervisor in thejike (Markovski, 2012a), which have already been
vein of (Ma and Wonham, 2005; Markovski, 2012b), employed in a supervisory control setting (Barrett and
as depicted in Figure 2. With respect to the control | afortune, 1998).

architecture of Figure 1, the second and the third ap- To Capture the notion of Contronabi"ty' we re|y
proach suggest that the interface between the layers
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Figure 3: Operational semantics of finite automata withalzlds

on a behavioral preorder termpdrtial bisimulation B(V) we denote Boolean expression over the set of
first introduced in the co-algebraic characterization variablesV C V where the atomic propositions are
of (Rutten, 2000) and, subsequently, lifted to a pro- given by some set of predefined predicates, the log-
cess theory in (Baeten et al., 2011b). In essence,ical constants false F and true T, and the set of stan-
we employ this preorder to state a relation between dard logical operators. The obtained Boolean expres-
the supervised plant and the original plant allowing sions are evaluated with respect to a given valuation
controllable events to be simulated, while requiring vy: B(V) — {F, T}, where agai®: V — D(V).

that uncontrollable event are bisimulated. This en-
sures that the sm_Jpervisor c_ioes not disab_le uncontrol—ables G is given by the tuple & (SAV,—s,
lable events, while preserving the branching structure V.0, (S0, 8)), where

of the plant. We will show that this notion subsumes "™’ '

the notion of state controllability for finite automata e Sis afinite set of states;

with variables. Moreover, we will show that state o A is a finite set of event labels:

controllaplllty is not a preorder and that some plants e V CV is a finite set of variables:
are considered as uncontrollable, even though there ) . .
exist suitable supervisory controllers. Finally, by em- ® — C Sx Ax Sis a labeled transition relation;
ploying the proposed notion of controllability, we will. e y: —— — B(V) are transition guards;

show that ?t _is po_ssible to eIimin_afte spurious pl_an_t o (— x V) = F(V) is a partial updating func-
nondeterminism, i.e., nondeterminism can be elimi- tion: and

nated without sacrificing supervised plant behavior.

Definition 1. A finite automaton with vari-

e (%0,0p) is the initial state s € S and initial data
assignmendy: V — D(V).
If the set of variables of a finite automaton with
2 FINITE AUTOMATA WITH variablesG, as given by Definition 1, is empty, thé&h
VARIABLES is a standard automaton with labeled transitions. For
the transition relations, we will employ infix notation

In order to directly relate our notion of controlla- and writes— € for (s,a,) € .

bility with previous work, we model nondetermin- The dynamics of the finite automaton with vari-
istic discrete-event systems by means of finite au- ablesG is given by the transition relatior— C
tomata with variables. For a full treatment of su- Sx (V — D(V)) x Ax Sx (V — D(V)), which is de-
pervisory control theory in a process-theoretic set- termined by the actual evaluation of the guards with
ting, we refer to (Baeten et al., 2011b; Baeten et al., respect to the value assignments. In order to keep
2011a; Markovski, 2012b) for event-, state-, and data- track of the updated variable values, we employ the
based supervision, respectively. In general, we al- data assignment functiam V — D(V). Now, the se-
low arbitrary variable domains, even though variables mantics ofG is given by—, where initially the au-
with finite domains can be eliminated in order to em- tomaton s in statey with environmendp, denoted by
ploy more efficient synthesis procedures, as suggested S, do). The dynamics ofs, d) is captured by the op-

in (Skoldstam et al., 2007). We suppose that the vari- erational rule depicted in Figure 3, following the no-
ables are given by the s®&t where given a variable tation of structural operational semantics of (Baeten
X €V, its domain is denoted by (X). (Standard etal., 2010), where the premise must hold, so that the
arithmetical) expressions over a set of variaMes V bottom transition can be taken.

are denoted b¥ (V) and they are evaluated with re- The rule states that a transition is possible if such
specttog: F(V) —D(V), whered: V — D(V) holds labeled transition is defined in the automaton, the
the variable assignments. We note that for the sakeguard of that transition evaluates to true, whereas the
of clarity of presentation, we do not take into con- variables are updated according to the partial updating
sideration the expressions that do not evaluate within function. It is not difficult to observe that the transi-
the variable domain and extensions to inconsistenttion relation—; induces a labeled transition system
processes can be handled by a straightforward exten-with state spac&x D(V), set of labelsA, and initial
sion of the approach of (Baeten et al., 2011a). By state(sy, o).
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Figure 4: Definition of—, y, anda of Definition 3.
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Figure 5: Definition of— of Proposition 1.

Definition 2. Given an automaton with variables
G = (SAV,—,vy,0,(%,%)), we define the in-
duced labeled transition system ByG) = (S x
D(V),A,—,(%0,00)), where:

Sx D(V) is a set of states;

A is the set of events taken over from G;

— CSx(V—=>D(\V)) xAxSx (V— D))

is the instantiated labeled transition relation as
given by the operational rule of Figure 3; and
(%0,9) is the initial state of the labeled transition

system induced by the initial state of G and its ini-
tial variable valuation.

If the set of variables is empty, i./, = 0, then
—— and— coincide, provided that the (then trivial)
transition guards are set to be true, @rckduces to a
standard automaton.

In order to define the language generated by au-
tomatonG, we extend the transition relatior— to a
multistep transition relation—*. By A* we define the
set of strings made from the labelsAithat label the
transitions of—*, wheree denotes the empty string
andst denotes the concatenation of the strisgsdt
for st € A*. Now, the multistep transition relation is
given by the operation rules (1):

(58) =+ (s.3)
(5,8) — (¢,8"), (3,8") -2+ (5,8), t e A*, ac A
(s,8) 2 (5,8 '

(1)

By (s,0) —L¥ we denote that there exists,d')
such that(s,d) Ly (,8). Now, the language gen-
erated by the automatd@ is given byL(G), where
L(G) = {t € A" (s0,80) = }.

In order to couple the plant and the supervisor, we
define a synchronous composition of two automata
that synchronizes on transitions with the same labels
and interleaves on the other transitions. We note that,
in general, the synchronous composition cannot be
defined due to conflicts induced by the partial assign-
ment functionsa. A simple counterexample is the
situation where two automata need to synchronize on
transitions with the same label that update the same
variable to two different values, as noted in (Skold-
stam et al., 2007). Again, for the sake of clarity, we
do not consider conflicting situations, which are eas-
ily detectable as none of the conditions for the partial
updating functions in Definition 3 apply.

Definiton 3. Let G (S1,A1,V1,—1,
Y1,01,(%01,%)) and & (S2,A2,V2,—2,
V2,02, (S02,00))- The synchronous composi-
tion of G and & is given by G | G =
(S1 x S2,A1 U A2, V1 U Vo,—,Y,0, ((S01,%2),80)),
where—, y, anda are defined in Figure 4, where
denotes logical conjunction.

Definition 3 is given directly in terms of automata
with variables, unlike the work of (Skoldstam et al.,
2007), where it is given in terms of the underlying
labeled transition system. Now, given two finite au-
tomata with variable§; and Gy, we can derive the
underlying transition systems(®;) and T(Gy). Itis

441



ICSOFT 2013 - 8th International Joint Conference on Software Technologies

not difficult to show that TG; || G2) coincides with  that keeps the history of the plant as in the original
T(G1) || T(G2), where the synchronization on the re- setting of (Ramadge and Wonham, 1987; Cassandras

lation — is defined as for—. and Lafortune, 2004) or on data observation from
o _ the plant to make supervision decisions in the vein

Proposition 1. Let = . . .

N ,2, VI.I}—y Voo (Sn80)  for i S (1,2 of (Miremadi et al., 2008; Markovski, 2012b). In both

be such that @"” ('3’2 s well-defined.  Let CAses, we can assume that the supervisor is given as

(S x &,A,—i,(s,80)) be the underlying la- an deterministic automaton

beled tran_sition systems, where—; is induced by S=(Ss,As, Vs, —s, Vs, 0, (Sos, 80)), (3)

the operational rule of Figure 3 an& : Vi — D(V), )

for i € {1,2}. Let T(Gy) || T(G2) = (&1 x &1) x whereC C As C Ap, Vs C Vp, and t?e labeled transi-
(S x 82),A1 U Az, —, ((So1,80), (S02.80))), where  tion function—s is such that ifs—ss ands—ss

— is defined as in Figure 5. Thef(G; || Gy) is s’, thens' = s’ for everys,s,s’ € Ssanda € As.
isomorphic toT (Gy) || T(Gy). We note that the supervisor can choose not to syn-
chronize on some uncontrollable event from the plant,
but its alphabet must comprise all controllable events
as the supervisor must supply the control signals. Fur-
thermore, the supervisor has no need of additional
variables, as it does not update any variables, i.e.,
as= 0. Consequently, there is never a conflict in the
synchronization between the plant and the supervisor,
L&/ and the compositioR || Sis well-defined. If the su-
((81,81),($,8)) that & and 3, should coincide on pervisordoeSnot relyHon data-based observations, but
the 'common updated variables. This is directly im- employs synchronization of events to keep track of

plied b)_/ the construction af ir_1 I_D_efinition 3. _ the state of the plant, then additionafy(s,a,s) =T
A direct corollary of Definition 3 and Proposi- ¢, 41 (sa,8) €rs.

tion 1 is that the language of the synchronizationisan  1pe compositionP || S models the supervised
intersection of the languages of the components of the yiant j e the behavior of the controlled system as
composition, i.e.L(Gy || Gz) = L(G1) NL(Ge). ThiS  given by the supervisory feedback loop of Figure 2.
enables a connection with the original supervisory \ne note that the transition system

control theory of finite automata of (Ramadge and

Wonham, 1987; Cassandras and Lafortune, 2004).  T(P || S) = (Sp x Ssx dp,Ap, —, (Sop,S0s,00)), (4)

wheredp: Vp — D(Vp) and— is defined by the op-
erational rule of Figure 3.
3 CONTROLLABILITY To state that the supervisor has no control over the
uncontrollable events, the language-based controlla-
Given an automaton with a set of labélswe split bility of the original setting of (Ramadge and Won-
the labels to set of controllab@ and uncontrollable  ham, 1987; Cassandras and Lafortune, 2004) is stated
U labels such thafNU =0 andCUU = A. To model as:
the plant we can take an unrestricted finite automaton L(P|SUNL(P)CL(P| 9, (5)

with variables whereL (P || S)U denotes the concatenation of the lan-

guage of the supervised plant and the set of uncon-

_ trollable labels. Intuitively, the controllability rela-
P=(S.Ae. Vo, —p. Yo, e, (S0P, &), (2) tion (5) demands that all uncontrollable events avail-

as the uncontrolled system is allowed to have every able in reachable states of the original plant by traces
possible type of behavior. We note that the plant is enabled by the supervisor, must also be available in
typically obtained as a (well-defined) parallel compo- the supervised plant. This ensures that the supervi-
sition of multiple concurrent components, which ulti- sor does not disable any uncontrollable events when
mately results in the process modeledmy forming the supervised plant.

The supervisor, however, is required to be a deter-  This definition has been subsequently extended
ministic process, as it has to send unambiguous feed-to so-called state controllability in (Fabian and
back to the plant and it is not allowed to alter the state Lennartson, 1996; Zhou et al.,, 2006; Miremadi
of the plant, i.e., it must not comprise variable assign- et al., 2008) for nondeterministic discrete-events sys-
ments, as suggested in (Markovski, 2012b). The su-tems (with variables). Given an automat@=
pervisor can rely either on synchronization of events (S A,V,—,y,q,(S,00)) with a transition relation

The proof of Proposition 1 is meticulous, but
straightforward, by showing that the constructions
given in Definition 3 form an isomorphic transition
system as the one defined in the proposition. It
is worthwhile noting that the definition of— in
Proposition 1 does not impose an additional con-

dition for the situation wher((s,51), (S2,32)) —
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—, let E(s,0) denote the set of enabled transitions Now, putting in parallel planP and supervised
of the state(s,d) for se Sandé: V — D(V), i.e., plantP || S, leads to automatoR || (P || S) as de-
E(s,d) = {acA|(sd) _a, b picted in Figure 6. This parallel composition reveals
that stateg, of P and(ps,sz) of P || Sare reachable
by the same trace. However, stg®, 0) of the transi-
tion system TP) enables the uncontrollable transition
labeled byu;, whereas staté(ps,s;),0) of transition
system TP || S) enables only the uncontrollable tran-
sition labeled byu,. This directly implies that plarf®
AsNUNE(sp,0p) C E((Sp,Ss),0p). is state uncontrollable with respectRd| S, i.e., it is
not state controllable with respect to itself. Thus, state
. controllability is not a preorder relation, as plants that
only if all reachable states of (P || (P || S)) are state have states ghat enablloe different sets of ungontrollable
controllable. ;
events in states that can be reached by the same trace
Intuitively, the parallel composition between of are deemed uncontrollable, despite the existence of a

the plant and the supervised plant helps identify all trivial supervisor that enables all transitions.
states in the original and the supervised plant that can

be reached by the same trace. According to Defini-
tion 4, controllable states ensure that all uncontrol-

lable events that are synchronized between the plant4 PARTIAL BISIMULATION
and the supervisor, given lBAsNU, that are also en-
abled in the reached plant stdsg,dp) by following

Definition 4. Let P and S be finite automata with
variables, representing the plant and the supervi-
sor. A state(sp, (sp,Ss),0p) Of the transition system
T(P | (P S)) is defined as controllable, if it holds
that

A plant P is state controllable with respect to S if and

We propose to employ the behavioral relation termed
ine same race, must b enoie  h reahedsupf221% DSITLAMEN 1 Seined contolebity o
vised plant staté(sp, ss),dp). Note that both states first introduced in (Rutten 2600 to capture language
must have the same variable assignment fundion oo ( 1N ) cap guag
controllability in a coalgebraic setting. It was lifted

as the supervisor has an empty updating function, so.
it does noFt) influence the updaﬁi%g gf the \Q/]ariables. Y(Bacten etgly, 2011b) to a process theory for super-

We note that the definition relies on the underlying visory control of nondeterministic discrete-event sys-

transition system, employing it to identify the neces- tems. Here, we.prowde an Interpretation f_orf|n|.te au-
sary control actions. It is not difficult to show that tomata with variables and discuss its relationship with
state controllability implies language controllability, Statlgacrggfr?)ligﬁ;lgl)gtion is parameterized bv a so-
as givenin (5), for deterministic automata, see (Skold- P y

sam et a, 2007). The key obsenvation s mgtp - G bisuaton acton o8 The ealon equies
coincides withP for deterministic systems, implying - ! ” y

thatP || Scan act as a supervisor and lead to the samesazg rz;r:s f)lmm'?r;[:dlatl;)éléhgf fﬁg%gi;;%nfrggsni ti?)yrft:rgl
supervised behavior & y Y

Here. we take a closer look at the state control- tem that are in the bisimulation action 8sare bisim-
lability c’ondition for nondeterministic plants. Con- ulated back by the first one. The intuition behind this

dition (4) essentially requires that all states that are definition is that the bisimula_tion action set plays the
reachable by the same trace, must also enable the(ole of the uncontrollable actions that must always be
same uncontrollable events ,This proves to be too enabled 'C?OFh In the.onglnal and _the supervised plant,
strict in some situations Cdnsider the automata de- whereas it is sufficient to only simulate controllable
picted in Figure 6, where state names are given in- events, as these can be restricted by the supervisor.

side the circles, all guards are set to be true, there areDefinition 5. Let T = (S, A, —i, i) fori € {1,2}
no variables, the event labeled byis controllable, ~ be two transition systems. A relation®RS; x & is
whereas the events labeled byand Up are uncon- said to be a partial bisimulation with reSpeCt to a
trollable. Suppose that a plant is given by automaton bisimulation action set B- A;, if for all (s1,s,) € R,
P and a supervisor by automat@n As the supervi- it holds that:

sor does not disable any events, we can assume thatl. if 5 —a>§l for ac A; and § € Sy, then there
the control requirements dq not restrict the behavior exist ac Ay and $ € S such that 52 s, and
of the plant, i.e., the supervised plant depicted by au- (8,,8) €R;

tomatonP || Scoincides with the plant. In such reflex- . b

ive situations, it is always possible to find a supervi- 2. if s — s, forbe B and § € S, then there ex-
sor that simply allows all events of the plant, trivially ist be A and § € S; such that §— s; and
“controlling” the plant. (s1,8,) € R;
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Figure 6: A nondeterministic plam, a deterministic supervis@®, and the resulting state uncontrollable nondeterministic
supervised plar® || S.

If R is a partial bisimulation relation such that
(01,%02) € R, then T is partially bisimilar to § with
respect to B and we write; Kg To. If T» <g Ty holds
as well, we write T=g T».

We note that due to condition 1. of Definition 5, it
must hold that#A; C Ay, whereas due to condition 2.
it holds thatB C A; as well. It is not difficult to show

of partial bisimulation is a coarser notion than state
controllability of Definition 4.

Theorem 1. Let P and S be finite automata with vari-
ables representing the plant and the supervisor. If P is
state controllable with respect to S according to Defi-
nition 4, then relation (6) holds.

that partial bisimilarity is a preorder relation (Baeten Proof. Let us assume that P =
et al., 2011b). In addition, following the guidelines (Sp:Ap,Vp,—p,Yp, 0P, (Sop,0)) and
of (Rutten, 2000), it can be shown thag is a par- S = (S5,As,Vs,—s,¥5,0,(s0s,80)).  We define

tial bisimulation relation with respect tB. Thus,  therelation

we obdtain stgndarpl r?sults folr thle ?artialfbisirr]nulqtion R={(((p,9),8p),(p,%)) |

preorder and equivalence, similarly as for the simu- o t

lation preorder and equivalence of (Glabbeek, 2001). € A5 (Po.(Po: o), 80) — (P (P.S): B ) -
Moreover, the partial bisimulation preorder is shown We show thatR is a partial bisimulation rela-
a precongruence for the most prominent processes option between TP || S) and TP) with respect to
erations following the guidelines of (Baeten et al., the uncontrollable label&) C Ap. Suppose that

2011b). Finally, we note th&t =a,ua, T> amounts to
bisimulation, wherea$; <¢ T» reduces to simulation
preorder andl; =p T» reduces to simulation equiva-
lence, as noted in (Baeten et al., 2011b).

(((p,9),0p), (p,0p)) € Rfor some state§(p,s),dp) €
S X S x (Vp — D(Vp)) and (p,ép) € S x (Vp —
D(Ve)).

Let ((p,s),dp) —= ((p/,5),db) for somea € Ap.

Now, suppose that as before, the plant is given by Then, according to Definition 3 and the operational
finite automaton with variablef3, whereas the super-  rule of Figure 3, eithem € Ap\ As or ac As. In
visor is given byS, and the supervised plantis given e former case, we have that= ¢, so (p,dp) N
by P || S. Then, the supervisor may restrict some con- (P,85) and (¢, 9),8p), (P,85)) € R In the lat-

trollable events from the plant, whereas all available ter case, we have thatp,s), &) — ((p,8),8) for

uncontrollable events in the reachable states should besomes’ € S However, since the updating function
enabled. This can be expressed by requesting that the ' ' P 9

transition system of the supervised plant is partially of the supervisoBis empty and the actioa € As is

bisimulated by the transition system of the original
plant with respect to the uncontrollable events, i.e.,

TP[S<uT(P). (6)

Itis immediate that TP) <y T(P), whenP || Sco-
incides withP as in the example of Figure 6. Itis also
not difficult to show that for deterministic processes,
relation (6) reduces to language controllability of (5),

synchronizing, we have that agaip, 3p) — (P, o)
with (((p',),3p),(P,%)) €R.

Now, suppose thatp,dr) — (p',5p) for some
ueU. Again, eitheru e U\ As or u e U.
If u¢g As, then u is not a synchronizing la-
bel, implying that((p,s),d) — ((p/,s),8p) with
(((p',s),0p),(P,05)) € R If uis a synchronizing
label, then by the condition for controllable states

see (Rutten, 2000; Baeten et al., 2011b). Next, we Of Definition 4, we haveu € E((sp,Ss),%p), i.€.,
show that controllability as defined in (6) by means ((p,s),8) — ((p/,s),3p) for some((p/,s),85) €
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Porig = @ Paet=

pay pay

nex nex

put

Figure 7: Checkout scanner of (Zhou et al., 2006) - A planbwsjiurious nondeterminism.

S x Ssx (Ve — D(Vp)) and(((p',9),85), (P, d)) € of (Zhou et al., 2006) that employs state controllabil-
R, which completes the proof. O ity for nondeterministic discrete-event systems, this
observation was not possible and the pl&giy is

We have shown that every state controllable plant treated as nondeterministic.
is also controllable with respect to condition (6). That
the inclusion is strict follows immediately from the
counterexample of Figure 6. 5 CONCLUDING REMARKS

Condition (6) additionally implies that the same
supervised behavior given || Sis preserved for e defined a notion of controllability for finite au-
every plantP’ such that?’ =y P, i.e., we have that  tomata with variables based on the behavioral pre-
P'|| S=u P || S which is the basis of the algorithms  order termed partial bisimulation. We showed that
developed in (Markovski, 2012a). This enables us to the proposed notion of controllability subsumes the
detect SpuriOUS nondeterministic behavior for which prominent previous notion of state Contr()”abi”ty’
state controllability cannot be applied in general. We \yhich was specifically tailored for nondeterministic
given an example from the literature of such nonde- finjte automata with variables. Moreover, we showed
terministic behavior. that state controllability is not a preorder and that

In Figure 7, plantPyig represents a model of a  there exist state-uncontrollable plants for which it is
faulty automated scanner that makes a shopping listpossible to synthesize viable supervisory controllers.
of items to be purchased by the user. The scanner isThis situation was remedied by the new definition,
faulty as sometimes it does not give an option to can- which does not exclude the investigated cases. More-
cel a scanned item, e.g., when the user wants to returnover, we showed that the proposed setting enables de-
the product or just wants to check the price, and in tection of spurious nondeterministic behavior, i.e., it
that case the scanner needs to be reset. As suggested possible to eliminate nondeterministic behavior that
in (Zhou et al., 2006) the set of uncontrollable events does not contribute to the behavior of the supervised
is given byU = {pay} as payment cannot be avoided, system.
even though we also suggest to treat the epents
uncontrollable.

The interpretation is that if there is no cancelation ACKNOWLEDGEMENTS
of some scanned product, after a possible timeout, it
should automatically be placed on the shopping list.
It is easily observed that state 4 is partially bisimu-
lated by state 3 and, thus, state 3 can be safely re-
moved without any loss in behavior (the only situation
where state 3 could not be removed arises if the event
cancelis uncontrollable, which here is not the case).
The resulting deterministic plaRye; reveals thaPyyg
actually contains no real nondeterministic behavior
with respect to controllability. In the original setting

The work presented in this paper is sup-
ported by Dutch NWO project ProThOS, no.
600.065.120.11N124.
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