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Abstract: The paper looks at motivations from interdisciplinary applications for some of the major situation-theoretical
objects. We present potential applications of situation theory to computational semantics by introducing situ-
ational modelling of linguistic contexts and agents such as speakers and listeners in context.

1 INTRODUCTION Anp is designated as the set of primitivaividuals

of the situation theory:

Underspecification, partiality, and context depen-
dency are signature features of natural languages Ao =18,b,C,...} 1)
and, more generally, of information. These fea- The objects imnp are set-theoretic objects, but they
tures present major difficulties in related theoretical are considered as primitives, not as complex situation-
developments and adequate applications, incl. de-theoretic constructions. In various versions of situa-
velopment of dedicated software systems, decision-tion theory, designated for specific applications, some
problem models and solutions involving models of of the individuals inanp may be parts of other in-
states, events, actions, context, and other situationsdividuals in2;np, and as such can be in respective
The methodology is demonstrated by Situation Se- part-of relations.
mantics for processing human language, but it can
be applied to broader models of information in na-
ture and for computational semantics of both natural
and artificial languages. Various domain-dependent
versions of situation theory and situation semantics
are gaining appearance in contemporary technologies, a10c={l,lo,11,...} 2)
software systems, and intelligent ontology systems. . . . . .
One of the most prominent applications of Situation The collectioni, oc is endorsed with relations of time
Theory and Situation Semantics is for development Precedence, time overlapping, space overlapping
of intelligent user-computer interfaces. o, and inclusionCt, Cs, <, between locations. In

Situation theory is a type based information the- SOme versions of situation theory, the space-tile loca-
ory. It takes some set-theoretic objects as its basictions can be given by complex objects. E.g., a simple
objects and uses them in constructs of more complex9Ption (equivalent to the above) is that space-time lo-
situation theoretic objects, including situated types. cations are pairs of two components, one for space
For a detailed discussion of situation theoretic objects, locations, and one for time points or periods.
such as types and propositions similar to the ones used
in this paper, see (Barwise and Perry, 1983). For a Primitive Relations. Significantly, situation theory
more formal introduction, see (Loukanova, 2011b). has a collection (typically, a set}reL of abstract,
Here we present a brief introduction to some of the primitive objects that are relations:
most prospective features of Situation Theory includ-
ing generalized, restricted parameters, which we then AreL= {ro,1,...} 3)

use for mathematical modelling of linguistic contexts The elements ofire. are abstract representatives of

and agents. real or virtual relations. For example, if situation the-
ory is used to model real world situations, these are

Primitive Individuals. A collection (typically, a set) abstract representatives of properties of objects and

Space-time Locations.Simplified versions of situa-
tion theory use a collection (typically, a set)oc of
space-time points and regions units:
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relations between objects. E.g., humans (as well aseach with one argument role, that can be declared as
other living species) are attuned to distinguish prop- filled only by elements of sets corresponding to the
erties of and relations between objects, perceptually types.

in the reality, or cognitively, i.e., conceptually. We

normally can recognise the property of an object to Argument Roles and Appropriateness Con-
be a book, while the specifics of that property may be siraints. The argument roles of both relations and

context dependent, a hardback book, a paperback, okypes can be associated with types as constraints for
e-book. The sefirg depends on the actual applica-  theijr appropriate filling.

tion of Situation Theory. For example, i . .
¥ P Definition 2 (Argument Roles with Appropriateness

AreL = { manwomandog run,smilelike,...} (4) Constraints) A set of argument roles is assigned
to each of the primitive relations and to each of
the primitive types by a functiorrgs with its do-
main and range of values such tHabm(Args) =
(4reLUBTvpE), andRanggArgs) C (4arc < TYPE),

so that for any primitive relation and any type
Y € 4reL U Brype with ‘n-arguments: Argsly) =
{(argi,, Tiy), -, (@rg;,, Tiy) }, whereTy, ..., Ty are sets
of types (basic or complex), which are specific for
y and are calledbasic appropriateness constraints of
Primitive Types. A collection (typically, a relatively . the argument rolesfy.

small set) of objects, which are callpdmitive or ba-
sictypes:

Brype= {IND,LOC_RELPOL ARG  (5a) ATOY) =T : 2y, T 220G} (6)

INFON, SIT,PRORPARTYPE =}  (5b) The very basic appropriateness constraints can be
expressed by associating argument roles with primi-

wherelND is the type of individualst.OC: of Space- tive typeS,Til’ B 7Tin € Brypge For examp|e:
time locations;REL of relations;TYPE of basic and ) _
complex typesPAR of parametersPOL: of two po- Args(give) = { IND : giver, (7a)
larity objects, e.g., presented by the natural numbers IND : receiver IND : given} (7b)
0 and 1;ARG of abstract argument roles (primitive
and complex);INFON: of situation-theoretical ob-
jects that are basic or complex information units, de- . . . . ;
fined later;PROP of abstract objects that are propo- are restricted to satisfy the constraints associated with
sitions; SIT: of situations;= is a type called “sup- the roles.
ports”. Definition 3 (Argument Filling) For any given re-

Definition 1 (Assignment of Primitive Argument |2tiony € ®reL and for any given typg € Tiype as-
Roles) A set of argument roles is assigned to each Sociated with the set of argument rolésgsly) =
of the primitive relations and each of the primitive 11 :@Ji..-- Tip 1 @rg;, }, anargumentfillingfor y is
types by a functiorArgs with the domain and range 2 total functiorB with Dom(y) = {arg;,,....,arg;,},
of which are such thabom(Args) = AreL U Brvpe which is set-theoretically defined by a set of ordered

R Arqs) C pairs® = {(arg;,,&1) ..., (arg; ,&n) }, so that its val-
andRangeArgs) € Aarc ues,B(arg;, ) = Ffl, ..., 0(arg; ) = &n, satisfy the ap-

For example, we can associate relations, such aspropriateness constraints of the argument roleg of
smile read, give, respectively denoted by the lexemes T, & T i &n

smile, read, give, etc., with arguments rol&s:Simi-
larly to relations, each type is associated with a set of
argumentroles. If atyp€ has a single argumentrole,
we call it aunary type or aproperty type In partic-
ular, IND, LOC, POL, PAR TYPE are unary types,

By introducing more complex situation-theoretic
objects, it is possible to define the extension of any
given relationr, in any given situatiors as the set of
tuples of objects being in the relatiorin s. For ex-
ample, we can distinguish when a primitive relation
of reading holds between two objects: a reader and an
object that is read.

Notation 1. Often, we shall use the notation (6):

For any relation or type (which can be primitive
or complex), the objects that fill its argument roles

Infons, State of Affairs (soas), Situations. Next, |
shall give a mutually recursive definition of several
sets of situational objects:

o the seting, the elements of which are called in-

1The the set-theoretical meta-theory of Situation theory, fons, and are basic or complex information units;
including representation ofrgy, is not the subject of this

paper. o the setrre Of all primitive and complex relations
2The argument role of the object that is read is desig- (complex relations are defined later)agg. C
nated by the “misspelled” notatiomsad-edor readed RREL
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o the set7yype Of all primitive and complex types:  Basic Parameters. For each of the basic types
BrypEC TTYPE IND,LOC,REL POL, SIT, situation theory that has a

e the collectionsst of situations collection (a set) obasic (primitive) parameters

The basic informational units are identified by a Pinp = {4,b,¢,...}, (11a)
unigque relation, an assignment of its argument roles PRreL= {lo,l1,...}, (11b)
and a corresponding negative or positive polarity. <o
Definition 4 T f gThg t IOf Il fp ' #1060 ={lo)l,--) (1)

efinition 4 (Infons e se of all infons: R
o ( . ) INF _ PpoL = {io,i1,...} (11d)
1. Ba3|c_ |nfon|s_every_tu_ple(y,O,T,|), Wherey.e Pr = {0,S1,... ). (11e)

RREL is a relation (primitive or complex),OC: t

is a space-time location, (i.e.€ 4 0c), POL: i Basic parameters are also calladeterminateshere

is polarity (i.e.,i € {0,1}), and® is an argument - we follow the original Situation Theory, by denoting

filling for vy, i.e.: specific basic parameters by dots. Often, we shall use

“meta-variables” for basic parameters and the type
6= {(arg,,€1),. .-, (arg;,,&n)} (8) shall be either explicitly stated or understood, e.g.,
typically, x is any parameter of typd&ID.
Infons, states of affairs, and situations, in which
some of the argument roles, including the space-time
location and polarity components, are filled by pa-

IINF- _ y = ~ rameters, are called, respectivghigrametric infons
3. For representation of conjunctive and disjunctive parametric soasandparametric situations

information,complex infongre formed by opera-
tors for conjunction and disjunctiori, 01,02) €
INF and(V,01,02) € IINF- < read,reader:  readed: b,1;1 > (12a)
Other complex infons are constructed from vari- i LT

ous situation theoretic objects, which we can add < read reade_r. a,readed: b,[;1> (12b)
later. < read,a,b,l;i > (12¢c)

Notation 2. Often, in this paper, we use the tradi-
tional linear notation of basic infons:

for some situation-theoretical objeds, ..., &
satisfying the appropriateness constraintg. of

2. Lets 1Nk be the set of all basic infong.1ing C

Example 1.2.

, 2 SITUATED PROPOSITIONS,

<y, arg, 1 &1,...,arg, 1 &n,LOC:Ti>  (93) CONSTRAINTS AND

<V, &1,..,&n, T > (9b) PARAMETERS
Note 1. The notation (9a) does not assume any innate
order over the argument rolesypfOn the other hand,  In the considered version of situation theory, we use
in case thay has more than one argument roles, the a specialized primitive typEROP¢< Brypg, with two
notation (9b), e.g. as in (10b), (10d), makes senseargumentroles: a typE € 7Ttypg and an appropriate
only by having some agreement about an order overargument fillingé for T. 1 will use the typePROP
the argument roles of for constructing abstract objects (set-theoretic tuples)
to model the abstract notion of a proposition, which

Example 1.1. states that some given objects are of some given type,
< bookarg: b,Loc: ;1> (10a)  inthe following way:
< bookb, ;1> (10b) Definition 6 (Propositions) Propositionis any tuple

(10¢) (PRORT,8), whereT € 7Typgis a type that is asso-

< read reader: a,readed:. b,l;1 > ] X
ciated with a set of argument roles

< reada,b, ;1> (10d)
ArgqT) = {Ti, : arg;.,..., Tj, : arg; 13
Definition 5 (States of affairs, events, situation¥ye os(T) = {T, : arg,, int 3Gy, } (13)
define the following complex situational objects: andb is an argument filling fofT, i.e.:
1. State of affairs (soas any set of infons that have 6 ={(arg;,.&1),....(arg,,&n)} (14)
the same location component.

2. An event (course of event, com)any set of in-
fons.

3. Asituationis any set of infons. Tip 1€, Tiy T & (15)

for some objectg;, ..., &, such tha® satisfy the ap-
propriateness constraints Bf
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Notation 3. We use the notation(T,0) for
(PRORT, 0).

When a propositiofPRORT, 8) is true, we say
that the object&s, ..., &, are of typeT with respect to
the argument role filling, and we writeT : 6, or, in
%%ssll,t. I.S. ,Caliarl Vghlcpr; Jgfssi’t?)rr? Sf Ig?g tbhyemgginto:ﬁiﬁs’ notation, for discriminating between the types of the
ing up the argument roles of a type with appropriate abstracted away parameters.
objects. We shall use a special kind of propositions Example 2.2. The situation-theoretical object (21) is
defined by Definition 7, based on the primitive type the type of situations and locations where the specific
I=. The typel=, pronounced “support”, has two ar- individuala walks; (22) is the type of individuals that
gument roles, one that can be filled by any object that Walk in a specific situatiors and a specific location
is of the typeSIT of situations, and the other can be |5 (232)—(23c) is the type of individuals that read a

filled by any object that is of the typ&lF of inforns.  Specific book, in a specific situatios and a specific
lLe. locationl; (24a)—(24c) is the type of situations, lo-

cations and individuals, where the individual reads a
Args(lz) = { <argsita SI-D; <arginfon7 INF> }

specific bookb:
= {SIT: arg;, INF : argion } As,| (3 =< walk walker:a,Loc:[;1>)  (21)

The typeA{&i,...,&n}©, where® is a proposi-
tion, is alternatively denoted by
[€1,..-,&n [ O(E)] (20a)
M:&1,...,Th:&n | O)]. (20b)
Sometimes, we shall use a mixture\adind bracketed

(16a)
(16b)

M(s =< walkwalker: x,Loc: I;1>)  (22)

AX(sk= (23a)
< read reader: x,readed: b,Loc: ;1> A (23b)
< bookarg: b,Loc: ;1) (23c)

AR (24a)
< read reader: x,readed: b,Loc: [;1>> A (24b)
< bookarg: b,Loc: I;1>>) (24c)

Notation 5. For given objecti and a set of appropri-
ateness constrainis we writeT : a iff a satisfies all
the constraints iff .

o ) Property 1. Let © be a given proposition and
Situation theory uses an abstraction operator, {&1,...,&} be a set of parameters that occur @
which recalls thé\-abstraction in functional-calculi, Let, for each ic {1,...,n}, T; be the union of all the
but, in situation theory, abstraction operator is differ- appropriateness constraints of all the argument roles
ent and does not define functions. In situation theory, that occur in® and§; fills up. Given thatiy, ..., adn

the abstraction operator results in complex types, with are objects that satisfy appropriateness constraints
abstract argument roles. Ti:0q,...,Th: O, we have:

Definition 8 (Complex Types and Appropriateness 1. by Definition 8A{&1,...,&n} © € Trypeis a com-
Constraints) Let © be a given proposition and plex type with argument rolgd 9a}(19b)
{&1,...,&n} be a set of parameters that occur@n 2. Let0 be the total function that is set-theoretically
Let, for eachi € {1,...,n}, T; be the union of all the defined by the set of ordered pairf =
appropriateness constraints of all the argument roles {([&1],01) ..., ([En],an) },

that occur in® andg; fills up. (a) by Definition 30 is an argument filling for the

Definition 7 (Situated Propositions)Situated propo-
sitionis a situation-theoretical object

(PROR,s,0) @a7)

wheres € Pgr ando € I|NE.

Notation 4. We use the notatiofs = o) and say “the
proposition thato holds in the situatiors’ or “the
proposition that the situatiosisupports the infow”.

Example 2.1.

(sE< bookarg: b,Loc: ;1> A (18a)
< read,reader: x,readed: b,Loc: |;1>>) (18b)

Then the objectA{&1,...,5n}©® € Tyype ..,
MEi,...,En}© is acomplex typewith abstract argu-
mentroles denoted bg1], . . ., [§n] and corresponding
appropriateness constraingssociated in the follow-
ing way:

Args(A{&1,...,&n}0O)
={To:[&l],-.., Tn: [&n}

(19a)
(19b)

typeAr{&s,...,&n} O.
(b) by Definition 6: (A{&1,...,&n}® : B) is a

proposition, i.e., the proposition that the objects
from the argument the fillin§ are of the com-
plex typer{€i,....&n} O, i.e.:

(PRORA{&1,...,&n} ©,0)

= (M&1,...,6n}0O:0)

(25a)
(25b)
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Abstractions over individuals in propositions re-
sult in complex types of individualsin general, for
any given propositio® and a parametérfor an indi-
vidual, i.e.,IND : &, which occurs i@, the situation-
theoretical objeck{&1} © € Trypeis a complex type,
that is the type of the individuals for which the propo-
sition©(&) is true.

3 RESTRICTED PARAMETERS
AND PARAMETER
ASSIGNMENTS

Any basic parametex of type T (i.e., T: X) can be

properly assigned only to a situation theoretic ob-
ject of typet. Complex restricted parameters can be
properly assigned only to objects that satisfy the con-

straints associated with the restricted parameters. As-
sociating basic parameters with types has constrain-

For any situation theoretic objegtx"), in which
the restricted parametef is a constituent, we can
“connect” some or all of the parameters in it to ob-
jects by a parameter assignment function.

A parameter assignmeais defined orx", where
T is a set of consistent types, only if the proposition
(c(x") : 1) is true for each type € T.

A parameter assignmeutis defined onx(&©()]
only if the proposition(c(x&/®®)) : [£ | ©(Z)]) is true;
i.e., only if there is a parameter assignmehtfor
O(%), such thatt’(§) = c(xéI°®) and the proposi-
tionc'(©(§)) is true.

4 BIOLOGICAL BASIS OF
SITUATION THEORY

Restricted parameters represent generic patterns,
“blueprints”, that can be instantiated, i.e., realised,

ing effect. Thus, parameter assignments of both basicby specific objects that satisfy the corresponding re-

and restricted parameters are constrained.

Definition 9 (Consistent Types)For any finite sef
of types:

1. T is consistentff there is at least one situation
theoretic object that is of each of the typedin

2. Atypet is compatiblewith T iff the set{tT} UT
is consistent.

Definition 10 (Parameters)Basic (11a)—(11le) and
restricted parameters are parameters.

Restricted Parameters.

1. LetT be a finite (and consistent) set of types. If
X is a fresh parameter of tygei.e.,T: X, andt is
compatible with the s€f of types, thentUUT is
a parameter of typgt} UT. We say thak{"T is
aparameter restricted byt} UT.

. Let& be a parameter ar@(&) a proposition. Let
T be the set of all types associated with all the ar-
gument roles iM(&) that are filled byé3. (l.e.,
AEO(§) is atype and is the set of the appropri-
ateness constraints of its argumentrole.) If the set
T of types is consistent, andis a fresh parame-
ter of typert, i.e., T : X, such thatt is compatible
with T, thenx*©() is also a parameter of type
We say thaix*®(®) is a parameter restricted by
AEO(E).
With the alternative denotation of the complex
type € | ©(£)], the restricted parametgté©®) is
denoted by€C®)],

3Note thaté may fill more than one argument role in
O(&).
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strictions and are of respective types. In nature, bio-
logical entities carry blueprints that are restricted ac-
cording to shared features, e.g., of species. Parame-
ter assignments represent specific realisations of the
generic components in specific instances.

We take a stand that human cognitive abilities and
faculties, that are universal for humans, are expressed
by innate brain capacities for some fundamental oper-
ations:

e perception and recognition of entities, smells,
sounds, etc., that are located in three-dimensional

space, in time, and situated in environments

perception and recognition of properties and rela-
tions, primitive and complex, “possessed” by en-
tities, in space, time, and situated in environments

human brain faculties associate properties and re-
lations with abstract and specific objects, by argu-
ment roles and argument role assignments

recognition of abstract patterns, i.e., of types and
parametric objects

pattern construction via primitive abstract types
and abstraction over parametric objects

e pattern construction via restrictions over parame-

ters

e pattern matchingi.e., an entityis of typet, T: x.

Restricted parameters reflect innate human faculty
for development and attainment of concepts of objects
that have some properties and are in relations to other
kinds of objects, not necessarily referring to specific
objects in the reality. A youngster or an adult person
can get an idea what an object with certain properties



could be, without having seen any such objects, in re-
ality or in other ways depicted. Such concepts are not

necessarily expressed by or associated with language.

5 LINGUISTIC CONTEXTS AND
AGENTS

Situated Agents in Linguistic Contexts

1. Pure linguistic information: The expression ut-
tered are presented by a syntax-semantics inter-
face structure, which determines its abstract lin-
guistic meaning. The authors of this paper support
the view that the syntax-semantics interface In hu-
man language is innate faculty of brain physiol-
ogy. Computational approaches to language pro-
cessing would be more intelligent and adequate by
taking such a perspective.

Human language is used in contexts, that can be spo-

ken, written, pictural, virtual, in reasoning, “in the
mind”, or combining any of these ways of usage.

Language can be used by speakers that know its ab-

stract linguistic meanings and how the abstract lin-
guistic meanings can be “connected”, i.e., assigned
to specific interpretations. Abstract linguistic mean-
ings, taken out of any context of use, carry semantical
information, which is partial, parametric and some-
times ambiguous. l.e., normally, abstract linguistic
meanings, out of context, have structure with para-
metric constituents and abstractions over parameters
When used in specific contexts, the abstract linguis-
tic meanings are assigned to specific interpretations,
by the speakers and listeners. The interpretations in
context can still be parametric and partial. Ambigui-
ties are typically resolved by speakers’ and listeners’s
who interprete depending on their perspectives.
Partiality of information about the objects desig-
nated by language parts is by introducing primitive
and complex, i.e., restricted, parameters. The restric-
tionr over a parameted represents a constraint a
that is necessary for an objexto be associated with
the parameter’ in a larger piece of informatioy(x").
The assignment of an objegto X' in y(X") results in
the instantiationy(a). The constraint itself is not
per-se a part of(a), but is an additional, necessary-
constraint information, satisfied lay i.e.,a s of type
r,r:a. A speaker-agent uses the restrictioto des-
ignate the objea, by assigning it to". The listener-
agent identifies the objeet filling the arguments in
y(a), by the constraint : a.

5.1 Linguistic Utterance Components

In this paper, we follow a tradition of using the tech-
nical notion of anutterance as a situation type rep-
resenting minimal components of context, which are
crucial for association of linguistic meanings with
potentials for specific interpretations in specific con-
texts, i.e., in “utterances” of expressions, by speakers

2. Broad-linguistic information by utterance compo-
nents: the “speaker” agent that delivers the ex-
pression, for example by an utterance; the lis-
tener agent(s) that are addressed interpreters; the
time and the space location of the utterance; the
speaker’s references that assign particular objects
to language components; the knowledge and the
intentions of the speaker and the listener that
contribute to interpretations of abstract linguistic
meanings, assigning objects to parameters, and
disambiguation. ~ This information can be pre-
sented by abstract utterance types, as parametric
situation theoretic constructs.

3. Extra-linguistic utterance informationtanguage
specific word order and word inflection para-
digms, end-of-sentence punctuation, speech acts,
intra-sentential punctuation, intonation, gesture
and other means for expressing speaker’s perspec-
tives, stress, presenting “new” vs. “old” informa-

tion.

5.2 Some Biological Phenomena of
Syntax-semantics Interface

The extra-linguistic information presented by word
order and word inflection paradigms present a dis-
tinctive biological foundation of communications be-
tween humans via human language. The human brain
physiology supports multi-dimensional functionality
and multi-dimensional mental faculty. l.e., humans
comprehend and act in situations, which are parts
of the surrounding world, in three-dimensional space
and time continuity, discrete and continuous. On the
other side, speech production is linearised by limita-
tions of the physiology of vocal tracts. These limita-
tions are present in linear wording of predominantly
existing writing systems, for transposing speech on
carrying materials. Writing materials typically have
been two-dimensional (e.g., strings, plates, paper,

addressing listeners. Depending on the areas of ap-screens) and allow two-dimensional representation of

plications of situation theory, linguistic contexts can

be extended. The context (discourse) components in-

clude, as a minimum, the following kinds of informa-
tion:

syntactic structure.

Tree-structure representations of syntactic struc-
tures of the linear wording of language expressions
were introduced and acknowledged by theoretical

499



ICAART 2013 - International Conference on Agents and Artificial Intelligence

and computational linguistics. Such tree-structure  The type of an object to be the utterance (or dis-
analyses represent syntax-semantics interfaces, whereourse) space-time location is given by (30):
semantic counterparts, i.e., language utterances de-
scribe situations and informational units that consist

of multi-dimensional objects. In particular, primitive The type (31) is a type for theferent agent.e.,

and complex relations and properties in situation the- of the objects to be referred to by an expressian
ory have arguments that are not by necessarily or- gn ytterance situation.

dered: they are sets. This is a distinctive feature of
situation-theoretical objects that reflects information Fa(U1,X Y, Ses) = [z| q(u,1,x,y,z a)] (31)

In nature and is b|olog|cally mouvate(_j. Afg“m.e”t as- whereq(u,l,x,y,z a) is a proposition such as (32a) or
signments are associated with relations by indexing (33a)

rdl (uxy,0) = [l | pu(ulxy.c)]  (30)

functions.
The features of linear encoding and tree-structure
analyses of multi-dimensional structures are trans- q(u,l,x,y,z.a) = (32a)

posed into artificial languages, such as formal lan- Sl xy.a) (32b)
guages in computational theories and programming ( =
languages. < refers-tgxSPUIYA) 7 o 141 UX¥%a)- 1 5y (32¢)

The proposition (32a), i.e., (32b)—(32c) asserts that
the speakex'sP refers toz by using the expressiam,

in the location ™! (Ux¥.@) "More elaborate representa-
tion of the names can be expressed by the following
version of the propositiog(u, |, x,z o):

5.3 Situated Linguistic Agents

Denotations of human language expressions in spe-
cific contexts may depend on reference actslinA
guistic reference ads an event consisting of at least
the following components: a language expression, an q (U,1,X,Y,Z 0, Ses) = (33a)
object (real or abstract) referred to, which is called Ul xy,0)

the referent of the expression, and an utterance situa= (U~ = (33b)
tion (or a broader discourse). Théerance situation < refers-ta erp<uylyy,a)7 Zva7|rdl<u,x,y7a> 1> (33c)
consists of subcomponents such as the speaker, the

. 7|7 A
speaker’s reference function, the space-time location /< believesxsPU! Y., (33d)
of the utterance, and the listener. The speaker’s act (Ses =< nameda,z1>>), (33e)
of reference can be modeled by a function defined on rdl(uxy.). >) (33)

language units with values the objects referred to. The
reference function itself is dependent on the utterance.The proposition (33a), i.e., (33b)-(33f), asserts that
By using situation theoretical objects with restricted the speakexk'P refers toz by using the name and
parameters, the utterance components can be modelebdelieving thatz is nameda. In what follows, all the
by situation-theoretical objects as follows, see also abode restrictions shall be written without explicitly
(Loukanova, 2001; Loukanova, 2002b; Loukanova, specifying the parameter arguments.
2002a).

The proposition expressing who is the speaker
who is the listeney, what is the space-time location, 6 NAMING EXPRESSIONS AND

and which is the expressianuttered in an utterance

situationu, i.e., a minimum of context information is SENTENTIAL MEANINGS

expressed by the situated proposition (26): ) ) )
In this section, we turn to examples of referential ex-

puul,x.y,0) = (uE<tellsxy,o.l;1>)  (26)  pressions, such as proper names and definite descrip-
Then, (27) is an abstract type of an utterance situation. tions, for exposition of how Situation Theory can han-
ru(l, %y, o) = [u| puu,l,xy,a)] 27) dle such semantic pheno_mena. _Semantics of nami_ng
expressions gives essential contributions to semantics
The type (28) is the type of a speaker agent in an of |arger, encompassing language constructions, e.g.,
utterance situation. such as sentences and upward to larger texts. How-
rsp(u,l,y,0) = [x| pu(u,l,x,y,a)] (28) ever, it is important how those contributions are han-
dled computationally, where is their proper placement
in the semantic representations, all of which should
also take into account the context and agent depen-
rst(u,l,x,0) = [y| pu(u,l,xy,a)] (29) dency of their semantics.

The type of an individual to be a listener agent in an
utterance situation is (29):
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A distinctive semantic contribution of naming ex- stricted parametex’® can get linked to specific ref-
pressions provides means fpotential reference to  erent depending on the specific utterance context and
objects by the language users, i.e., “speaker” and the speaker agent. That specific referent, subjected
“listener” agents in context, e.g., by using sentences, to satisfaction of the constraing, can fill up relation
and so forth, up to text discourse. Typically, by ut- arguments in facts described by a larger expression,
terances of affirmative sentences, speakers describén which the namex occurs, e.g., as in (37a)—(37b).
some situations (not necessarily the same as the ut-However important, and expressed by the semantics
terances) as holding facts (i.e., infons). The objects, of component namer, the restrictionry, while a
which are the referents of name sub-expressions, par-direct component of the restricted parameter itself,
ticipate as fillers of arguments roles of semantic re- provides “extra” semantic information, as necessar-
lations, in the facts that are stated to hold in the de- ily linked to the direct semantic content of the larger
scribed situations, by utterance situations. Then, it expression.
is import_ant not to mis_place the additional s_emantic Example 6.1.
contribution, however important, of the naming sub-
expressions as direct components of the facts (i.e. of ryapia = [Z] (UMFYMARIA) (34a)
the infons) that are directly in the propositional con-
tent stated by a sentence utterance, and not directly in
the facts of the utterance itself. where the restricted parameteris recursively re-

E.g., by an utterance of a sentence like “Maria  stricted by the typ@in (35a)—(35b), which expresses
is reading the book”, a speaker may describe a situa-that the objectis namedvARIA by x™SPin a resource
tion s; as holding that a specific individual, referred situationsy:
to by the name “Maria”, is involved.in some activ-
ity, i.e., reading a specific book, referred to by the n=[z[(0o= (352)
definite description “the book”. The described situ- < namedMARIA , X®P z 1>>) (35b)
ations; may be part of or the same asi.e.,s; C u.

But it is also possible that is fully disjoint fromu,
while both are related via the speaker’s references in
the utterance context. The speaker uses the name an
the definite description to identify the participants of
the reading fact. By the inflection of the verb lex-
eme “read”, the reading fact is located with respect to

the space-time location of the utterance. But these in- rovided by the references of the speaker agent. and
formational pieces are additional, however important, pro yt P gent,
while they might be the same as the utterance situa-

information that is linked to both the facts of the utter- tion and some of its immediate component locations
ance and the facts of the described situation, and theyres actively. thev miaht as well be “egternal” via con-,
should not be indiscriminately conjoined. P Y. theymig
) ; . straints over parameters.
In general, for a given naming expression

< refers-tax>P, 2", MaRIA,I"";1>)] (34b)

Example 6.2. The linguistic meaning of a noun
phrase (NP) that is a definite description, e.g., “the
ook”, can be expressed t#f}, whered is the type
6a)—(36d), and, andl, are parameters for ge-
source situatiorand its resourcécationfor evalua-
tion of the NPTHE BOOK. Typically, the resource sit-
uations, and some of its component locatiolRsare

in its abstract referential semantics, its denotdtion d = [z] (2 E< bookz12;1>> (36a)
den(a) = x@ is given by a restricted parameter, where A < uniquez 36b
rq is like (31), as abstract linguistic meaning that is < Uniquez b - (36b)
dependent on potential contexts. Depending on the ] (%2 < bookz,12;1>)], (36¢)
expressiorn and applications;, may have more or 12;1>)] (36d)

alternative constraints in it, e.g., by (33b)—(33f). Im-
portantly, the objeck’ is parametric and its instan-
tiations are subject to thg, constraint expressed by
the semantics of the nantg as e.g., in (34a)—(35a)

The abstract, linguistic meaning of a sentence like
“Maria is reading the book” can be designated by the
following situated propositional type:

and (36a)—(36d). Example 6.3.

_ Potentially, an utterance and speaker’s r(_aferences, st 8,11, la(s1 = (37a)
given as parametric components, can provide a spe- »
cific object referred to by the expression as in- < rean'MAR'A,zd,IQ“O' ];1>>) (37b)

stantiation of the restricted parametér. The re- i )
whereryaria @ndd are, respectively, the constraints

4We present the denotation function without divergingto  (34a)—(35a) and (36a)—(36d).
more theoretical technicalities, which are subjects t@oth
ongoing and future work.
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7 CONCLUSIONS AND FUTURE most challenging technological advances occur con-
WORK currently with new developments of their scientific
foundations, including new methodologies, and new

Conclusions: Advances in Theory for Applications approaches to mathematical models of the domains,

to New Technologies. This paper is part of broader for which the technologies are used and applied.

work on development of computational syntax- From this perspective, a new interdisciplinary area
semantics interface for human language. Mathemati- is emerging, which conjoins theoretical developments
cal models of the concepts of linguistic context and in sub-ares that are often considered and developed
agents in context concern fundamentals of syntax- separately, but are getting co-involved in the context
semantics interfaces in natural languages in general.of new technologies. In particular, the primary sub-
Our specific goal is theoretical development of com- areas that are forming foundations of new technol-
putational type-theory of information for human lan- _0gy advances involve (1) mathematics of the concepts
guage processing based on syntax-semantics interOf computations, e.g., mathematics of algorithms and
face. We target theory of information that is supported programs (2) classic and new approaches to computa-
by the role of languages in nature, from the perspec- tional models of various domains of applications (3)
tive of applications and software engineering in new hardware and software engineering (4) computational
technologies. approaches in life sciences.

The first part of the paper is presenting ongoing A representative of this new interdisciplinary area
research in theoretical development of situation the- has been emerging &main Science and Engineer-
ory for modelling complex information. One of the ing (DSaE), see (Bjgrner, 2012). On its side, our pa-
primary applications of situation theory is to com- per represents ongoing research on development of
putational semantics of human languages, for mod- Situation Theory, as a computational theory of in-
elling semantic domains and information designated formation, which contributes to domain science , by
by human language, including linguistic contexts and modelling domains and domain dependent entities,
agents. Human language is notoriously ambiguous parts, materials, relations, situations, states, events,
and context dependent. While some authors mayetc. Situation theory is information type-theory of
point that as disadvantageous, these phenomenal feadomains. We view DSaE approach as a computa-
tures present the core part of language productiv- tional realisation, in its domain science, of versions
ity and efficiency, partly because it allows different of Situation Theory, depending on areas of applica-
agents, in different contexts, to express varying infor- tions, specifically for applications in computer soft-
mation, with familiar expressions. Something more, ware engineering. In its current stage, DSaE encom-
language expressions, even when considered unampasses series of versions of Situation Theory that are
biguous, when out of context, carry partial and para- software implementable. A new line of research is
metric information, which is not necessarily and fully  on modelling the concepts of states, events, actions,
instantiated in specific contexts when used by spe- processes, relations (predicates) in Situation Theory
cific agents. In many cases, agents such as lan-depending on applications.

guage users, speakers, listeners, and readers, appre- gyensive research have been demonstrating that
c_iate parametric, partial and under_-specifi_e_d informa- model-theoretic approaches to computational seman-
tion expressed by language even in specific CONeXIS.(i.s of human language are highly productive, for an
This presents needs of a Fheor_y that m_odels partlal’overview see (Loukanova, 2010). In brief, such ap-
parametric and underspecified information, that also proaches involve translation of human language into

][nodel_s the ﬁgntext-depﬁndencg ofhlangua?_e fand in'aformal language, which provides computational se-
ormation. This means that such a theory of informa- 1,5 tieq of the human language. This is desirable for

tion has the capacities to model in'gerrelated con.text various reasons, in case formal languages are math-
components and language agents in context. Situa-gmatically grounded and equipped with relevant se-
tion theory has been under development for meeting o ntics. ‘On the other hand, finding a sufficiently ad-
such needs. equate formal language that covers the semantic phe-
nomena of human language, and is also computation-
Future Work. Recent years have been charac- ally expressive, has been widely open area. It is also
terised with new technological advancements acrossimportant that the formal language supports syntax-
sciences and industries, by involving hardware and semantics interfaces for human language and cov-
software engineering. Well established, classical the- ers ambiguity and context-dependency (Loukanova,
ories and methodologies may be fully sufficient as the 2010). In this direction, closely related line of re-
foundations of some of these new technologies. The search is development of new approach to the fun-
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damentals of computation and algorithms. In partic- Barwise, J. and Perry, J. (1999%ituations and Attitudes

ular, new theories of recursion for untyped versions The Hume Series. CSLI Publications, Stanford, Cali-
of full recursion (Moschovakis, 1994), and for typed fornia.

cyclic recursion (Moschovakis, 2006), model the con- Bjgrner, D. (Spring-Summer 2012). Domain science & en-
cepts of algorithms, in a novel way that covers funda- gineering. a precursor for requirements engineering.

Being written

Loukanova, R. (2001). Russellian and strawsonian definite
descriptions in situation semantics. In Gelbukh, A.,
editor, Computational Linguistics and Intelligent Text

mental features of mathematics of computation pro-
cesses. In particular, the formal language and theory
of acyclic recursiot.}, (Moschovakis, 2006) presents

a novel approach to modelling the logical concepts Processing volume 2004 ofLecture Notes in Com-
of meaning and synonymy, by targeting adequateness puter Sciencepages 69-79. Springer Berlin / Heidel-
of computational semantics of human language. Ini- berg.

tial work on the theoretical aspects of computational Loukanova, R. (2002a). Generalized quantification in sit-
syntax-semantics interface has covered major syntac- - uation semantics. In Gelbukh, A., editdtompu-
tical constructions of human language (Loukanova, tational Linguistics and Intelligent Text Processing

volume 2276 ofLecture Notes in Computer Science
pages 46-57. Springer Berlin / Heidelberg.

Loukanova, R. (2002b). Quantification and intensionality

2011a) by usind.), in Generalized Constraint-Based
Lexicalized Grammar (CBLG). Work in that direction
is ongoing. Further work is necessary in the following in situation semantics. In Gelbukh, A., edit@om-

directions: putational Linguistics and Intelligent Text Processing
¢ mathematical modelling of the domains of seman- volume 2276 olLecture Notes in Computer Science

tic structures ofA,. E.g., in this direction, we tar- Loukssg\?: 32_‘;258)”ngg;ii::;t/i:ne;estﬁg Semantics
get versions of SituationiSemantics. interfa,ce. In_Bel-Enguix, G. and Jiménez-Lopez,

o developments of type-theory of recursion, in sev- M. D., editors,Language as a Complex System: Inter-
eral directions for adequacy depending on appli- disciplinary Approachespages 111-150. Cambridge
cations (Loukanova, 2012). Further work is nec- kSchoIars Pygfshing. _ ith the | ;
essary towards (1) type-theory of full recursion Loukanova, R. (2011a). Semantics with the language o

h g acyclic recursion in constraint-based grammar. In Bel-
(2) type-theory of recursion with extended type Enguix, G. and Jiménez-Lopez, M. D., editoRip-

systems, for example with dependent types Inspired Models for Natural and Formal Languages

Another closely related work involves using ver- pages 103-134. Cambridge Scholars Publishing.
sions of Situation Theory and type-theory of algo- L-oukanova, R. (2011b). Situated propositions with con-
rithms (i.e., of recursion) in large-scale grammati- straints and restricted parameters. In Blache, P., Chris-

. tiansen, H., Dahl, V., and Villadsen, J., editoPsp-
cal frameworks for human language. In particular, a ceedings of the 6th International Workshop on Con-

highly expressive new grammatical framework (GF) straints and Language Processingumber 134 in
(Ranta, 2004; Ranta, 2011), has been under devel- Computer Science Research Reports, pages 44-55,
opments for multi-lingual translations, by targeting Roskilde University, Denmark.

universal, typed-directed syntax that covers seman-Loukanova, R. (2012). Semantic information with type the-
tic fundamentals of human-language. We maintain ory of acyclic recursion. In Huang, R., Ghorbani,
the view that GF, as a new branch of CBLG, is open A. A, Pasi, G., Yamaguchi, T, Yen, N. Y., and Jin,

B., editors,AMT, volume 7669 ofLecture Notes in

and highly prospective for further work on syntax- Computer Scienceages 387—398. Springer.

ser(;]antms mtr:arfaces, e.g.,dlrj thﬁ. lines of the new IdeasMoschovakis, Y. N. (1994). Sense and denotation as algo-

and approaches presented in this paper. . rithm and value. In Oikkonen, J. and Vaananen, J.,
The new foundational developments, such as Sit- editors, Lecture Notes in Logicnumber 2 in Lecture

uation Theory and Typed theory of Recursion, target Notes in Logic, pages 210-249. Springer.

more adequate, reliable and intelligent foundations of Moschovakis, Y. N. (2006). A logical calculus of meaning

technological applications. In the same time, they are and synonymyLinguistics and Philosophy9:27-89.
part of the ever advancing, scientific understanding of Ranta, A. (2004). Grammatical framework: A type-
the fundamentals of information and computation. theoretical grammar formalisrdournal of Functional

Programming 14(2):145-189.
Ranta, A. (2011). Grammatical Framework: Program-
ming with Multilingual Grammars CSLI Publica-
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