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Abstract: Mapping of an unknown environment is an important area within robotics. The map obtained can be used in
more complex problems such as localisation, scene recognition, navigation, SLAM, etc.. Topological maps,
inspired by the human mental description of their surroundings, do not seek for accurate measures, but for the
classification of the real environment in areas containing distinctive features that differentiate them from other
areas. The use of learning techniques can help us to define different areas of the environment so that the robot
can recognise them later. In this paper, we propose the use of Samme algorithm, a supervised learning method
based on AdaBoost to select the best visual features that describe each area of a topological map.

1 INTRODUCTION

Scene recognition and topological localisation is an
emergent area of robotics as it helps in more com-
plex activities such as autonomous navigation, per-
forming certain tasks (eg., transport of objects, tar-
get tracking), SLAM (Simultaneous Localisation and
Mapping), and so on. In most of the literature per-
forming scene recognition or localisation needs some
image processing so that we extract distinguishable
features and if they reappear we are confident to find
them in another image. One of the most difficult tasks
within the visual mapping is to identify the features
(among all detected, that can be thousands) to better
define the environment.

Depending on the kind of algorithm used to solve
the problem of scene recognition, we have supervised
or unsupervised methods. When the algorithm does
not require pre-existing database, the map is con-
structed as the robot navigates through the environ-
ment as in (Liu et al., 2009). In our recent work
(Romero and Cazorla, 2012b), we propose a similar
approach to solve the problem using an unsupervised
method for building a topological visual map.

Supervised algorithms are those where input data
has been previously classified (by hand or other
method). In the case of visual recognition of scenes,
the algorithm needs a database where the images are
classified by category (or area of the environment)
to which they belong. In (Wu et al., 2009), they in-
troduce the concept of “Visual Place Categorization”
(VPC) which consists of identifying the semantic cat-

egory of one place/room using visual information.
In this paper we propose the use of the AdaBoost
based SAMME (Stagewise Additive Modelling us-
ing a Multi-class Exponential loss function) algorithm
(Zhu et al., 2005) to learn topological maps manually
calculated and using them in scene recognition prob-
lems.

AdaBoost (Adaptive Boosting) is a machine learn-
ing algorithm presented in (Freund and Schapire,
1997). The algorithm constructs a strong classifier
from weak classifiers (landmarks or features in visual
problems) that are not able to make a reliable classi-
fication. The solution has been widely successfully
used in the two-class classification problems, but in
terms of multi-class classification, most of the boost-
ing algorithms have reduced the problem to treat mul-
tiple two-class problems as in (Freund and Schapire,
1997) and (Friedman et al., 2000). The SAMME al-
gorithm, proposed in (Zhu et al., 2005) is a modi-
fication of the original AdaBoost algorithm to treat
the multi-class problem without simplifying it to two-
class classification problem. AdaBoost has also been
successfully applied in topological mapping problems
as in (Mozos and Burgard, 2006) using laser range
data.

In this paper, we propose the combination of
the SAMME algorithm and MSER (Maximally Sta-
ble Extremal Region) detector (Pajdla et al., ) and
SIFT (Scale-Invariant Feature Transform) descriptor
(Lowe, 2004) to develop a scene recognition algo-
rithm. In the literature we can find several algorithms
that propose to use AdaBoost with invariant features,
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as in (Yin and Xie, 2007), which proposes a method
to learn hand postures and (Hu et al., 2008) which
uses color information and SIFT features to re-detect
people. SAMME method is adapted in order to man-
age SIFT descriptor. Furthermore, we compare the
SAMME results with a topological mapping adapta-
tion of the Viola-Jones algorithm where the problem
is reduced to multiple two-class problems.

The paper is structured as follows: In Section 2 we
describe the SAMME algorithm based on AdaBoost
and the modifications proposed to apply the method
to the visual scene recognition problem. In Section 3,
we will present some results and the comparison be-
tween the results of the Viola-Jones based algorithm
and the proposed SAMME based algorithm. Finally,
in Section 4 we will draw some conclusions and the
possible future work.

2 AdaBoost

The AdaBoost (Adaptive Boosting) algorithm ((Fre-
und and Schapire, 1997)) is a machine learning meta-
algorithm as it can be used in conjunction with other
learning algorithms to improve their performance. In
order to do this, AdaBoost combines a collection of
weak classification functions (for example simple per-
ceptrons) to form a stronger classifier, following the
philosophy of the boosting algorithms. The algorithm
is adaptive as it selects a new weak classifier “spe-
cialised in those examples that have been misclas-
sified by all the previous weak classifiers. At each
round of the algorithm, it is selected a weak classi-
fier that have less error (i.e. selecting the classifier
that best distinguishes between positive and negative
examples). The examples have an associated weight
that emphasize those which have been wrongly cat-
alogued, so the next classifier will have a minor er-
ror if it assigns the correct class to those examples.
The final strong classifier is a weighted combination
of weak classifiers followed by the used threshold.

2.1 SAMME Algorithm

AdaBoost has been proved to be a good solution to
the two-class classification, however it is not the case
for the multi-class problem. In the two-class problem,
it is required that the error of each weak classifier to
be a slightly better than a two-classes random guess
i.e., et � 1=2. Otherwise at will be negative and the
weights of the training samples will be wrongly up-
dated. However when K > 2, accuracy 1=2 may be
much harder to achieve than the random guessing ac-
curacy rate 1=K. Therefore, the AdaBoost original al-

gorithm may fail when the weak classifier h j has not
been correctly selected.

The SAMME algorithm (proposed in (Zhu et al.,
2005)) is a multi-class boosting method that allows
the classification of more than two different classes
by relaxing the error condition. Algorithm 1 shows
the pseudo code for the SAMME algorithm.

Algorithm 1: SAMME: Stagewise Additive Modeling us-
ing a Multi-class Exponential loss function.

procedure LEARNINGFEATURES(Image exam-
ples: (x1;y1); :::;(xn;yn)) . where yi = 0;1 for
negative and positive examples respectively

wi =
1
n . i = 1;2; :::;n

for t 1; :::;T do
For each feature j, train a classifier h j with

only one feature. The error made is calculated in
function of wt : e j =

å
n
i=1 wi�I(yi 6=h j)

å
n
i=1 wi

. I= 1, if
(yi 6= h j); I= 0, otherwise

Choose the classifier ht with the lowest er-
ror et

at = log 1�et
et

+ log(K�1)
wi wi � exp(at � I(yi 6= h j)). i = 1;2; :::;n
Re-normalize wi

end for
end procedure

procedure STRONGCLASSIFIER(Image to clas-
sify: x)

h(x) = arg max
k

å
T
t=1(at � I(ht(x) = k)) . I= 1,

if (ht(x) = k); I= 0, otherwise
end procedure

The SAMME algorithm is very similar to Ad-
aBoost but takes into account the existence of K
classes in the problem, so that the error will now be
greater than a random guessing among the K classes,
i.e. in order for at to be positive, the algorithm
only needs (1� et > 1=K). This change will give
greater weight to the misclassified examples than in
AdaBoost, and the combination of the weak classi-
fiers will be a little different to the original method.
Note that when K = 2 the SAMME algorithm be-
comes the original AdaBoost.

2.2 Adaptation of the SAMME
Algorithm to Use Invariant Point
Features

The algorithm SAMME allows to use any type of
weak classifier provided that the h j formula is estab-
lished. The equation indicates whether or not a fea-
ture (x) appears in a particular example. In our case,
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we intend to train a set of strong classifiers to describe
each node in the topological map manually tagged de-
scribed in Figure 1. To do this, we propose using
the MSER detector with the SIFT descriptor as weak
classifiers.

Figure 1: Topological map manually tagged. The nodes
describe different areas of the environment and the edges
the neighborhood relationships between nodes.

SIFT descriptors provide a vector of 128 size
which describes the neighborhood of a point in the
image invariant to scale, rotation and partially il-
lumination changes. This descriptor can be com-
pared to other descriptors using the Euclidean dis-
tance D(P;Q) =

p
å

n
i=0(pi�qi)2, where P and Q are

the two descriptors to compare. Using this distance
we can see if two features appearing in two different
images are actually the same feature, so that we can
construct the weak classifier based on Euclidean dis-
tance. For that, we need to set the maximum threshold
to consider that two features are equal. To automatize
the process and not rely on hand-selected values, we
propose the calculation of the threshold as follows:

T hreshold(P) = Md(P)+3s(P); (1)
where Md is the sample median of the distances be-
tween P feature and the matched features for all pos-
itive examples, and s is the standard deviation of this
distribution.

Therefore, the equation h j(x) would be as follows:

h j(x) =
�

1; if D( f j; fx) < T hreshold( f j)
0; otherwise (2)

Furthermore, in Algorithm 1 the method for con-
structing a strong classifier selects the class with the
higher sum of at . However the algorithm not takes
into account the sum of all alphas (at ), so that in the
following situation:

Class 1 :

8<: å
T
t=1(at � I(ht(x) = k)) = 0:6

å
T
t=1(at) = 2:5

Con f idence% = 24%
(3)

Class 2 :

8<: å
T
t=1(at � I(ht(x) = k)) = 0:4

å
T
t=1(at) = 1:4

Con f idence% = 28:57%
(4)

the SAMME algorithm would select “Class 1” (data
in 3) because the sum of at is higher than the second
class (data in 4). However, the sum of all alphas is
higher in “Class 1”, so that the confidence of the al-
gorithm that the image belongs to that class is less
than the confidence in “Class 2”. In our case, we
work with the percentages to take into account this
problem. With this information we will check which
strong classifier is more confident that the input image
belongs to its class, i.e. the image belongs to the node
with the greater result that it gets in absolute terms
(using the percentage of the total weighted value for
the comparison). In Algorithm 2 we could see the
pseudo-code describing the new definition of strong
classifier and the scene recognition method proposed
in this paper.

Algorithm 2: Scene Recognition based on SAMME algo-
rithm.

procedure STRONGCLASSIFIER(Image to classify
x)

h(x) = [åT
t=1 atht(x);åT

t=1 at ]
end procedure

procedure SCENERECOGNITION(Images to clas-
sify x1; :::;xN)

for i x1; :::;xN do
maxPercentage 0
for node node1; :::;nodeM do

[a;atotal ] hnode(i)
percentage a

atotal
100

if percentage > maxPercentage then
maxPercentage percentage
currentNode node
Nodei node

end if
end for

end for
end procedure

As the algorithm has been set out, an input image
can be assigned to a node of the map or even none,
which would mean that we are in an unknown area
(not part of the map, and therefore it has not been
learned).

3 RESULTS

This section shows the results of applying the whole
algorithm on the set of images described in paper
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(Smith et al., 2009) which are available for download
from the authors’ website. The images are omnidirec-
tional, with a resolution of 1024x309 (we have scaled
the images in 50%). The tests were conducted on the
images for the first route, the first 3000 of the dataset.
In Figure 2 shows the path taken by the robot for the
3000 first images from the database. As we can see, it
makes several loop closures and also has several hot
spots, like the tree (lots of texture and occlusions) and
the tunnel (very dark images with little information).

Figure 2: Robot path with several laps and hot spots (tunnel
and tree areas). This image is from the web of the New
College DataSet authors.

As mentioned above, the features used in the al-
gorithm have been extracted with the MSER detector,
which describes extreme regions whose intensity is
maximum or minimum with respect to its neighbor-
ing regions. In Figure 3 we can see an image of the
database with MSER features identified by an ellipse
that is as close as possible to the detected region.

Figure 3: Image 1 of the NewCollegeDataSet with its
MSER features.

The algorithm presented requires positive (be-
longing to the class, or node in our case) and negative
examples. As positive examples we use the images
of the node belonging to the first round (the average
number of positive images are 10-15 per node). For
negative examples, we take the 20 immediately pre-
ceding images to the node and the 20 immediately af-
ter, so we are looking for features that allow us to dis-
tinguish between the node and its neighboring nodes,

Table 1: Table with the results of the classification of the
3000 first images of the New College Data Set with the
Viola-Jones and SAMME based scene recognition method,
for T = 5 features.

Alg. Success Neighb. Error Unass.
V&J 64.8% 15.0% 11.5% 8.5%

SAMME 76.8% 9.4% 4.7% 8.9%

i.e. features that are within the node, but not in the
nearby nodes. The features obtained have an error not
too small, since it is possible to be also found in close
areas, which increases the error.

During the experimentation phase we encountered
several problems. First, we realized that due to the
limited number of images that could be used for train-
ing (images from the first round), it was possible to
find features with error 0. The AdaBoost algorithm is
not designed for features with error 0 (the feature is
not weak, if it not fail classifying) so its a = ¥, and
only matching that feature the algorithm already con-
sidered that the image belongs to the node. This is not
an easy problem to solve. First, we label the map as
precise as possible trying to reduce the problem. We
have also modified the algorithm to obtain in any case
not an infinity a.

During the experimentation, we tested two ver-
sions of AdaBoost. The first, proposed in paper
(Romero and Cazorla, 2012a), is based on the Viola-
Jones proposal (Viola and Jones, 2004) where the
problem is considered as a multiple two-class prob-
lem. The second version corresponds to the scene
recognition algorithm based on SAMME, which con-
sider the problem from the perspective of multiple
classes. The results can be seen in Table 1, where
the first column are the version of the algorithms, the
second one are the images well classified, “Neighb.’
column are the number of images that have been clas-
sified as images belonging to a neighbor node from
which it really belongs, “Error” are the misclassified
images, and the last column is the number of im-
ages that are not classified in any node. The results
have been obtained for T = 5. As we can see, with
only 5 features (scene recognition is therefore very
fast, allowing its use in real-time applications) the
Viola-Jones scene recognition is able to classify ap-
proximately 79.93% of images (including success and
neighbor columns), the error is 11.5% and the unas-
signed images are 8.57% of the total. However, using
the new proposed SAMME scene recognition, the al-
gorithm classifies approximately 86.33% of images,
with an error of 4.73% and 8.9% of unassigned im-
ages. As we can see, although the unassigned images
has increased, the number of images well classified
(successes and neighbor images) have increased while
the errors have decreased significantly.

Learning�Multi-class�Topological�Mapping�using�Visual�Information

319



Table 2: Table with the results of the classification of the
3000 first images of the New College Data Set with based
scene recognition method, for T = 5 and T = 50 features.

T Success Neighb. Error Unass.
5 76.8% 9.4% 4.7% 8.9%
50 83.9% 9.5% 6.2% 0.2%

Furthermore, we found that an increase in the
number of features in the algorithm based on the
Viola-Jones proposal means a decrease in the num-
ber of images well classified. Conversely, if we in-
crease the number of features in the proposal with
SAMME, the number of images well classified in-
creases while the error does not increase significantly.
Table 2 shows a comparison between the results ob-
tained with T = 5 and T = 50 and the SAMME based
scene recognition algorithm. As we can see, the suc-
cess with T = 50 is 93.53%, while the error only in-
creases to 6.23% and percentage of the unclassified
images down to 0.2%.

Observing the partial results of each node sepa-
rately, we have noticed that images added to its neigh-
boring nodes are those at the borders between nodes.
In addition, the images misclassified are mostly lo-
cated on nodes belonging to the tunnel or its entrance
and exit. As stated above, the images of the tunnel
are very dark, with few features, so that the selected
features are not good enough for classification.

4 CONCLUSIONS

In this paper we have presented a scene recognition
method based on the SAMME AdaBoost algorithm
using invariant visual features. The method gets good
results, although, as noted, has several limitations.
Once trained the method can be applied in real-time
tasks, since it takes less than half a second to process
one image (MSER+SIFT extraction and the compar-
isons with all nodes).

During the experimentation phase we have com-
pare the SAMME based scene recognition algorithm
with an adaptation of the Viola-Jones algorithm. As
we have seen, the results obtained with the SAMME
algorithm have been significantly higher than those
obtained using the adaptation of the Viola-Jones al-
gorithm.

The difficulties encountered during experimenta-
tion have focused on cases where the images are not
good enough (low illumination, where it is difficult
to extract features) and also in the manual classifi-
cation of map images. Therefore, we should further
study the behavior of the algorithm with other visual
features (to be possible to withstand changes in illu-

mination). And also raised the possibility of testing
several different types of maps, to see if they improve
the outcome in those nodes that are too big or small.

As future work, we intend to conduct further
study on the behavior of the algorithm depending on
the selected feature detector/descriptor (MSER, SIFT,
SURF, Harris Affine, Hessian Affine, etc). Further-
more, we intend to merge an unsupervised topological
mapping method and the AdaBoost, so that the posi-
tive and negative examples for the AdaBoost method
will be provided to the topological mapping and the
AdaBoost will return the features that should be used
to find loop-closures.
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