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The efficiency analysis of a company cannot be reduced to a great number of statistical tables, despite the

reliability of them. It has been shown to be a better idea to seek the “essence” using Knowledge Discovery
(KD) techniques. In this paper, a simple methodology to apply KD in the efficiency analysis of a budgeted
company is presented. These analyses complement those from classical OLAP and Interactive Graphics.
Specifically, it is shown how to use in three steps: univariate analysis, non-supervised and supervised multi-
variate machine learning techniques in order to support the decision making. All these procedures are illus-
trated using the SIGENU database (in Spanish: Sistema de Gestion de la Nueva Universidad) of UCLV stu-
dents and the efficiency measure was the student graduation on time or not. The presented methodology was
elaborated in 2009 and it has been preliminary validated during three semesters of the years 2010 to 2012.

1 INTRODUCTION

Business Informatics is a discipline which combines
Information Technology and Informatics and man-
agement concepts. It integrates core elements from
the disciplines business administration, information
systems and computer science into one field. Also, it
has been considered that Business Informatics in-
cludes significant construction and implementation
oriented elements, i.e. one major focus lies in the
development of solutions for business problems
rather than the ex post investigation of their impact.
We do not agree and we will try to show that it is not
a contradiction, at least, in some type of research.
Business Informatics conceptualization is been re-
freshed today and its perspectives are continuously
updated (Forbrig and Giinther, 2010).

The efficiency analyses are normally based on
transversal or longitudinal statistical studies of cer-
tain indicators such as profits, costs, productivity,
etc. When the subject is a public sector company,
e.g. state budgeted universities, cost-profits could
not be considered. These indicators should be al-
ways important, but the priority will be the effec-
tiveness on time. In addition, the analysis about the
efficiency of a company cannot be reduced to a great
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number of tables, since the results are difficult to
interpret as a whole. Then, an alternative to classical
methods consists in looking for the essential infor-
mation using Knowledge Discovery techniques.

In this paper we show how to use several of these
supervised or unsupervised techniques for efficiency
analysis of a university. Specially, we explain how
could be used univariate and multivariate analyses to
predict a dichotomic efficiency measure (the com-
pany achieves its goal or not) from data that repre-
sent risk factors to failure.

2 METHODOLOGICAL ASPECTS
AND COMPUTATIONAL
TOOLS

The Central University of Las Villas was selected in
this study for two main reasons: firstly, it is one of
the best Cuban universities, every year it is first to
third in the national ranking; and secondly, it is the
most multidisciplinary university in the country. In
this sense, we can say that this university is a good
selection for a sampling by clusters in the Cuban
universities (Grau et al., 2004). From the design
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point of view, the experiment is a longitudinal study,
particularly a panel-cohort study (Grau et al., 2004).
Actually, we consider all the students that are in the
last year of their careers in the academic course
2009-2010, but we added all the students that began
its studies in the course 2005-2006 (cohort) although
some of them are not in the last year now because
they have not success during all the years, and so
they will not finish degree on time. Finally, the gen-
eral sampling has 1007 students from 12 faculties
and 25 careers. The cohort is composed with 803
students that began in the academic course 2005-
2006.

The efficiency measure or objective function to
predict efficiency is the dichotomy variable “Finish
degree on time” (Yes/Not). Predictive variables are
some individual student data, previous to the begin-
ning of their university studies, and additionally, the
Faculty and the Career where they are now. It is
important to notice that we used only “epidemiolog-
ical” predictive data and we do not use “clinical”
data, for example, the student performance in the
first/second year. It is a good idea to use only previ-
ous data because it will allow us to obtain a predic-
tion for every student before the first class in his first
course.

In the first step of this methodology it is used the
Association Univariate Analysis based on Crosstabs
Tables. There have been used, particularly, classical
measures as Chi-square, ® and Cramer’s V (Cramer,
2011) and the classical epidemiological measure of
Relative Risk (Prentice and Farewell, 1986). We try
to build an “integral score of risk to not-finish on
time”. In order to do that, we split each variable
using Decision Trees with the CHAID growing
method: Chi-squared Automatic Interaction Detec-
tion (Decision Trees, 2011). We calculated a statistic
that represents the presence of relative risk weighted
by its relevance, quantified by Cramer’s V.

The multivariate unsupervised Analysis is devel-
oped in two directions. First of all the work is fo-
cused on the predictive data in order to form clusters
of students which have similar previous characteris-
tics. There are used Two-step clusters to determine
the optimal cluster number (with Schwarz’s a Bayes-
ian Information Criterion) and the clusters them-
selves (Bacher et al., 2004). Afterwards is employed
the Categorical Principal Component Analysis
(CATPCA) with the variables to reduce them to two
dimensions (Meulman et al., 2002). In order to vali-
date the clusters and the dimensions found, the re-
sults of both techniques are cross tabulated with the
efficiency measure. But it is important to notice that
unsupervised results are independent from the objec-
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tive function and so they could be used if another
objective function is selected. Finally, Decision
Trees in a supervised analysis are used again with
our efficiency measure, but this time we use CRT:
Classification and Regression Trees.

3 KNOWLEDGE DISCOVERING

3.1 Univariate Analysis

The Univariate procedure can be illustrated with the
variable Faculty. The Decision Tree forms three
groups of Faculties that exhibit a Chi-square statistic
with high significance. Students that finish on time
are predominant but in different proportions. We
constructed three dichotomic variables respectively
associated with these nodes and calculate: the Chi-
square statistic, the Cramer’s V (®), the Relative
Risk and its 95% confidence interval in their cross
tabulation with the efficiency measure. This proce-
dure is repeated for every possible predicting varia-
ble. From the KD point of view, it is already inter-
esting to know which variables show risk or protec-
tion (negative risk) in some of their categories.

An integral-univariate risk score in any student is
calculated. Essentially, we should sum the present
risk @ weighted by Cramer’s, standardized and
compare it with a threshold that it is optimized with
a Curve ROC (Fawcett, 2004). The accuracy results
65%. It is not a spectacular result but at least prove
that we can obtain a classification with this Univari-
ate analysis.

3.2 Multivariate Unsupervised Analysis

We separated the unsupervised analysis (clusters)
from data and variables (principal components).

3.2.1 Discovering Clusters

The Bayesian Information Criterion in the Two-Step
Clustering technique found that two is the optimal
number of clusters. Cluster 1 has 309 students
(47.7% of the total analyzed). Cluster 2 has 339
students (52.3%). Due to the missing values (specif-
ically Academic Index in the previous school and
Scale to get admission) 359 students were excluded
in the clustering procedure. It determined the varia-
bles that essentially distinguish the clusters.

So, this cluster analysis allows us to classify the
students according to the predictive variables. This
analysis was repeated also within the cohort and the
results were similar: 2 clusters were formed; the
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significant variables were the same, with the inter-
esting exception that appears the mother occupation
with significance. On the other hand the cross tabu-
lation between the clusters with the efficiency meas-
ure is similarly significant (accuracies 88,5% and
84,5%).

3.2.2 Discovering Dimensions

We look for two dimensions with CATPCA and we
obtained them with high reliability (Cronbach’s
Alpha 0.702 for the first dimension, 0.458 for the
second and 0.866 for the total). The variables more
strongly associated with each dimension were de-
termined.

It is interesting that dimension | includes varia-
bles relatives to the students whereas dimension 2
includes variables relatives to the university (faculty
and career). For instance, Birth Year, Academic
index in the previous school, and Academic scale to
get admission are variables with high negative corre-
lation with dimension 1, and so it reduces its value
when these variables increase; whereas Sex and
Scholastic origin increase the dimension 1 propor-
tionally. It is important to explain that Sex was codi-
fied with the greater value for males and Scholas-
tic_Origin with the greater values for origins that are
not the normal High school institutes.

It was clear that dimension 1 is more important
than dimension 2 regarding to the efficiency meas-
ure, because it has more separated extreme values.
These are good news for faculties and university
directives, and help them in decision making about
what variables explore and which students support.

Similar results are obtained with this procedure
applied to the cohort students. Finally we could
combine the results of these two unsupervised analy-
sis. If we do this, we obtain, as it was expected, that
dimension 1 is more strongly marked in the cluster 1
where the efficiency measure is the worst and the
inverse with dimension 2 (ANOVA is significant).
Of course, it is possible to combine the clustering
and a CATPCA technique in other forms, for in-
stance, as it was elaborated in (Nufiez et al., 2006),
but the information will be redundant, and we prefer
to show the results of the supervised analysis.

3.3 Multivariate Supervised Analysis

In the Fig. 1 we show the decision tree obtained with
the CRT technique for the general sampling. This
technique is capable to work with missing values
replacing them with values of the central tendencies
corresponding variables. The detected interactions
are interesting and the different paths lead to 12

Three Semesters

terminal nodes. Associated with every one of them
and travelling throughout the correspondent path, it
can be defined a “simplified rule” (actually saved in
several formats, in a more complex form) for the
prediction. The confusion matrix confirmed 70.3%
accuracy. It is enough if we take into account that
we try to predict the success only with epidemiolog-
ical data. And it was ratified with the cohort with
classification accuracy greater than 0.79. Definitive-
ly, this supervised form to predict the efficiency is
the best for the general and the cohort sampling and
can be easily incorporated to SIGENU.

4 VALIDATIONS

The rules obtained were validated with the students
that began in Sept. 2010. They finalized their first
semester in April 2011 and their first year in July
2011. All the prognostics were concordant in these
moments. Recently we made a validation with stu-
dents that began in Sept. 2011. It is interesting that
prediction is already exact at least in 39% of cases.
Actually these are not good news because the prog-
nosis is for a long time (5 years) and the student that
could fail must increase. But faculties are advised
with specific names of students in risk, in order to
make decisions.

S CONCLUSIONS

It is shown a methodology about how to use, in three
steps, univariate and multivariate non-supervised
and supervised Machine Learning Techniques, in
order to predict an efficiency measure of a budgeted
company and finally, to support the decision making
related with it. Specifically we tried a university
efficiency measure in terms of the possibility of
student’s graduation on time.

e Univariate analysis was significant with appro-
priated risks. It was shown how to use optimally the
Cramer’s V to predict -in an original form- weighted
sum of risks.

e Unsupervised analysis was also significant. It
showed the student classification in two clusters, and
variables combined in two dimensions. Both separa-
tions were essentially capable to show their associa-
tion with the graduation on time or not.

e Supervised analysis was more significant be-
cause it obtains a higher accuracy (almost 80%) in
the efficiency prediction.

This methodology is applied and validated through

317



KDIR 2012 - International Conference on Knowledge Discovery and Information Retrieval

Finishes degree in time

'
ICIH Total 1000 1007
ey =
Bith_yaar
Impmnlm‘aﬁ 174
<= 1085 > 1‘935
Woda 1 Fodad
Categoy % 1 Categoy % 1
ot 15 171 = ot 202 @
 ves 385 107 [ ves 708 852
Total 278 278 Total 724 728
= ] =
Student_type Academic index n the previous
Impravement=0.040 sohaal
Improvement=0.030

Foreign seholamship with financial Sembboarder: National scholahip: o178 >9178
agraamant | Forelgn saféinancing soholarship
Wosed Wode d Wode s Tode &
Categoy % w Category % » Category % o Categoy % o
wwet  arz 18 wnot 700 tes whot  ses s mhet 87 101
mves 727 @ mve:s 007 Bve @7 1 mYes 013 671
Toal 85 85 Total 221 223 Tol 27 27 Total €97 702
T B | = [ !
Carear Schotastio origin

Asademio soale to get admission
mwvmlw-n o33 Improvamsnts0.017

Improvamant=0.010

Agronomy; Arshitecture; Automatio  Crvil Enginasring; Accounting and  Pre-univamsity Institutes; Studias in Refrashied aoursas fo demubilized =o580 » 0580
Control; Compuler Sciences; Laws;  Finance; Eonomy; Pharmaceutioal  forsign oounties; Univessity qualified militass; Technioal or Professional
Electical Enginasring: Industisl Selences; Payehology. Sehaols: Specisl high sehuols for
Engineering: Chemical Engineering:  Telesommunisations: Veterinary wotkers and famers
Saviology Madicine
Wode7 Wode® Wode Wode 10 Wods 11 Wode 12
Category % Categoy % o Category % 0 Category % o Catagoy % o Category % 1
= ot 100 3 ™ ot |0 12 ot 708 138 whot @5 20 ® ot 244 78| [Nt 142 60
= Yes 900 a7 = ves R0 1 myss 205 35 u Yo 615 32 " Yes 768 233 | |u Yes INBEENEIE
Totsl 30 30 Totsl 25 25 Teal 170 171 Totsl 52 62 Total 308 308 Totsl 301 304
I = = I =]
Faculty Carear

Caresr
{mprovamente0 018 Improvement=0 018

Improvements0.014
Gonstruction Faculty: Elaetrial
Engineering: Mathematics, Physios
and Computation; Business Sciences;
Law Faculty; Humanistia Fasulty:
Mschanical Enginaaiing

Agrisultural Soiences, Psychology,
Chemistry and Phaimacy: Indusirial
Enginesring and Tourism; Sacial
Seiences

Automatic Gentrol: Biomedioal
Engineesing: Civil Enginesring:
Economy, Electrical Enginesiing;
Physic noes: Industrial

Enginesting: Chemiaal Enginearing:
‘Sooioultural Studies

Computer Seienoes; Acoounting and
Finance: Mathemaiics Soiences;
Mechanical Engineering: Enginesring: Soclal
Telesommunications: Veterinary Acsounting and Finance; Laws:
Madicine Economy; Elastical Engingering:
Industial Enginesring; Chemies!
Engineering: English Langaage:
Chemical Selences: Agicultural &
Livastook Machanization; Mechanical
Enginasring; Psyohology:
Savlocultual Studles: Socislogy

Asshitacture; Automatio Control
Blomedical Enginesring; Civil

Agronomy; Computer Soiences:
Phamacautical Selences: Philology:
Joumalism;

Vaterinany Medicine

Wi 3 Teas Waas Teae 1 Tivae 7 Woes
Cotagoy % n Catsgoy % m Cotigoy % n Cotegoy % L Cotagoy % n Catgoy_%__n
ENt w7 o7 Wt B8 = O] St siELE Fnt e @ Whot B0 2
ave 93 1 Eve o4 2 ves SR 72 aves x5 1 sves  e0n 20e mve w0 s
Total 108 107 Tl 64 o4 Towl 28 Tl 28 2 Total 26 25 Totsl 50 _m
| =2 T =

Career

Academic seale fo get admission
Improwement=0.018

Improvemsnt=0.010

|

Chemical Sciences; Fsyohology:  Agronomy; Sceial Communication; =327 >0327
Sociology; Tourism Phamaceutical Seiences; Industial
Enginearing; Sesiooultural Studies;
Veterinary Medioine
Node 18 Wode 20 Wade 21 Wode 22
Catagory % Catagory % Category % n Category % ___n
ot %0 6 "ot 773 84 ot 800 21| |Whet 207 4
BYes 780 15 o Yes 227 1m0 B Yes 00 13| [mves 7331
Total 20 20 Total a4 & Total 35 35 Total 15 15

Figure 1: Shows the decision tree obtained with the CRT technique. It describes how the predictive variables can interact to
obtain a better prediction of “Finish degree on time”.

three consecutive semesters and the predictions are
used to improve special attention to students at risk
of failing in the UCLV.
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