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Abstract: In this paper an approach for word sense disambiguation in documents is presented. For Word Sense Disam-
biguation (WSD), the local and related context for an ambiguous word is extracted, such context is used for
retrieve second order vectors from WordNet. Thus two graphs are built at the same time and evaluated indi-
vidually, finally both results are combined to automatically assign the correct sense for the ambiguous word.
The proposed approach was tested on the task #17 of the SemEval 2010 international competition producing
promising results compared to other approaches.

1 INTRODUCTION and the actual occurrence context nanhzhl con-
textfor each ambiguous wordsecond order vectors
For structural and cognitive reasons, the natural lan- (Patwardhan and Ted, 2006) are extracted from Word-
guage is inherently ambiguous; for example, a sin- Net and modeled as a graph of semantic relationships
gle lexical unit can have different meanings, this phe- between synsets to perform Word Sense Disambigua-
nomenon is called polyserhy When a word is po-  tion for each ambiguous word in the documents.
lysemous one needs an algorithm to select the most
appropriate meanirigfor the given word in relation

to the given context. The problem of assigning con- 2 RELATED WORK
cepts to words in texts is known as Word Sense Dis-

ambiguation (WSD). A word is ambiguous when its The field of WSD is a well studied research area

meaning varies depend_ing on the context in W.hiCh it Navigli, 2009) mainly because WSD is essential to
occurs. To date, supervised systems have obtained th, e 5 ccess in several linguistic tasks. Schiitze and
best perfor_mln_g on WSD task, such approaches _rer Pedersen (Schitze and Pedersen, 1995) demonstrated
on the availability of _se_nse-labeled data from which that WSD can be used to improve the performance of
the relevant sense distinctions are learned. Unfortu-| ¢, mation Retrieval tasks, enhancing the precision
nately the _manual creation of k_nowledge FESOUTCE IS ahout 4.3%. Recently, it has been reported that graph-
an expensive and time consuming effort (Gale et al., |,,caq methods have shown to outperform other sys-

1992)’ furthermore labeled daFa are often high'Y do- tems (Agirre et al., 2010). Reddy (Reddy et al., 2010)
main dependent. An unsupervised approach typically used an untagged corpus from a target domain to

refers to disambiguating word senses without the Use ., qtr,ct a distributional thesaurus of related words:

of slenit_a-tagged cokrpor?.d based h after, each ambiguous word was disambiguated us-
_Inthis paper, a knowledge-based approach on Spe+, 4 e personalized PageRank algorithm (Agirre and
cific domain is presented, which uses unlabeled dataSoroa 2009). Navigli and Lapata (Navigli and Lap-
in the d|samb!ggat|on process. The approach inte- ata, 2007) explored several measures for analy-zing
grates semantic |_n_f0rmat|(_)n derived from an untagged the connectivity of the semantic graph structure in
corpus of a specific domain, nameelated context .51 and global level. They concluded that local

measures perform better than global measures. The
1The association of one word with two or more distinct present work has a different focus based mainly on
meanings. the concept ofecond order vectorsvhich combines

2Hereafter the terms meaning, sense, concept, andsemantic similarity and local context information, as
synset are used interchangeably.
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is explained in the Section 6. The preliminary experi- 2. Distributional Hypothesis (DH).

ments show a promising response on domain-based
WSD.

3 APPROACH

The proposed approach relies on the integration of
two information sources, related terms together with
the local context for disambiguate each ambiguous
word.

3.1 Semantic Similarity

This section describe two semantic similarity mea-
sures to retrieve related terms for each ambiguous
word, (mutual information and distributional hypoth-
esis) which consist in the following three steps: (1)
keyword term extraction, (2) web query, and (3) se-
mantic similarity measures.

3.1.1 Web Query

To increase the size of the corpus provided for the Se-
mEval, TF-IDF (Navigli et al., 2011) has been applied
to retrieve keywords from untagged corpus. The first
20 keywords from the corpus were selected and com-
bined in pairs to generate web queries of length two
according to losif and Potamianos (losif and Potami-
anos, 2009). For example, fosimatra and per-
mafrost, the web queries were sent to several search
engines to retrieve related web documents.

The increased corpus is used to retrieve related
terms of each ambiguous word, which is naned
lated context

1. Mutual Information (Ml).
In this case, &ag-of-wordsmodel is described.
This model assumes that the order of words has
no significance (the terrfenvironmental evalu-

The word-context matrices are the most suited for
measuring the semantic similarity of word pairs
and patterns (Turney and Pantel, 2010). Thus,
in addition to Ml a matrix-based representation
to retrieve related semantic terms with ambigu-
ous word was tested, which is described as fol-
lows. The first step consists in retrieve multi-
ple contexts in which an ambiguous word occurs,
thereby, a parser is used to extract contextual re-
lations. Formally a context relation or context is
a tuple<w,r,w > wherew is a headword occur-
ring on some relation typewith another wordv
in.one or more sentences. Each occurrence ex-
tracted from raw text is an instance of a context,
in this case the tupler,(v/) is an attribute ofw.

In this work all the grammatical relations defined
by Catherine and Manning (Catherine and Man-
ning, 2008) are used. Once that the contextual re-
lations of each headword has been extracted from
the corpus, a word-context matrix (M) is used as
representation, each itermg) in the matrix has
associated a frequency. The frequency is used by
weight functions to assign higher values to con-
texts that are more indicative of the meaning of a
word. In this approach two weight functions were
tested, the Egs. 2 and 4 use the notation proposed
by Richard (Richard, 2004) wherg(w,r,w/) is

the total instances of the context wher@ppears

in andn(*,r,w) is the number of attributes that
r,w appears with. Other weight function imple-
mented was Pointwise Mutual Information (PMI)
(Zhao and Lin, 2004) (Eq. 3), which measures the
strength association between an attribfitand a
word w.

~ fwr,w)
TF_IDF_*H(*,I’,W) (2)
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and clarify its meaning.

ation” has the same probabi"ty dsvaluation Once the Weight matrix is obtained, the context of a
environmental). Thus after of pre-processing Word is represented as a feature vector. The similarity

phase, a sorted list of relevant neighbor words for between two wordsws, wz) is computed using these
each ambiguous word are retrieved from the cor- Vectors. The Eqg. 4 computes the cosine between their

pus using MI (Kenneth and Patrick, 1990) (Eq. feature vectors using the weight defined by the Eq. 2;
1). The context windowsize to retrieve related here a superscript asterisk indicates that the variables

terms was defined ad2- 1, 8 = 5. Letw be the are bound together as is defined by Richard (Richard,
ambiguous word ant| a term,MI (w,t;) denotes ~ 2004). The similarity between two words using co-

how many times the term appears with wordal. sine of PMI is defined by Eg. 5 and uses the Weight
defined by Eq. 3.

f(w .
MI(w,t) = IogZ% Q) Cosinéwy,wyp) =
- | > Wgt(W17 *y *W)Wgt(W27 *y *W’) (4)
3The parts that immediately precede and follow a word \/2 wgt(wy,*,*)2 s wgt(wa,* ,* )2
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list is returned in descending order of semantic simi-
n s s larity betweernw andcy,. The items that maximize this
2 21 Pm|( f.,\;vl)p;m( f"V\_I2> > score are filtered according to a thresh6le: 0.35,
V3 pmi(fi,wi)2y/3 Ly pmifi, wa) thus the senses i closely related with the senses of
Thus, tested the techniques (Ml and DH), two ware retrieved. These items constitute the nafirst
word lists sorted in descending order according to order vectors For each ambiguous word, two graph
their semantic similarity respect to each ambiguous are built at the same time. The representation of the
word are retrieved from an untagged corpus. graph is given byé = (V,E,W) whereV are the ver-
tices (conceptsk are the edges (semantic relations)
andW (a strong link between two concepts or ver-
tices). Each recovered sense again is tagged with the
Here the objective is to obtain tHecal contextof Part-Of-Speech to recover tisecond order vectors
each ambiguous wordLocal contextis the short- for each word within the first sense. These seman-
est step in this approach. In this step, the test datatic relations for senses constitute the connections in
released by the last SemEval conference was usedthe graph. Once the semantic graph is built, its struc-
SemEval is an international competition on semantic ture and links are analyzed applying the algorithms
analysis systems where different system may evalu-described in the following section.
ate their performance. Particularly the test data in the
task #17 released by SemEval 2010 are tagged using
the stanford POS tagger. Afterward, different window 5 GRAPH-BASED MEASURES
size were tested in the experiments to determine how
many words before and after an ambiguous ward
must be included in the context. The better resulting
window size was 8+ 1, with d = 1. Thus, the local
contextis formed by at least three words including the

Sintospmi(Wi, Wo) =

()

3.2 Local Context

Vertex-based centrality is defined in order to mea-
sure the importance of a vertex in the graph; a vertex
with high centrality score is usually considered more
highly influential than other vertex in the graph. In the

ambiguous word.

4 GRAPH CONSTRUCTION

approach, three algorithms have been implemented to
determine which node is the most important.

¢ Indegree (Sinha and Mihalcea, 2007), the sim-

Hereafter the ternrelated contextand local con-
textare used interchangeably to denote related words
and the actual occurrence context. In the literature
some semantic similarity measures have been imple-
mented to quantify the degree of similarity between
two words using information drawn from the Word-
Net hierarchy (Pedersen et al., 2004). Particularly the
Lin and Vector measures were taken into account in
the conducted research. Once contexts are recovered,
the senses for each word in the context are retrieved o
from WordNet and weighted by a semantic similarity
score using the WordNet::Similarftyscore between
the senses of word and the senses for each word in
the context. These measures return a real value in-
dicating the degree of semantic similarity between a
pair of concepts.

Formally letCy = {c1,Cp, - ,Cn } the set of words
in the related context to an ambiguous woevd Let
senses(wipe the set of senses afand letsenses(g
be the set of senses for a word in the context, a ranked

4This is a Perl module that implements a variety of se-
mantic similarity and relatedness measures, Ted Pedersen
(Pedersen et al., 2004) http://wn-similarity.sourceéongt/,
visited January 15, 2012.

plest and most popular measure is degree central-
ity. In an undirected graph the degree of the ver-
tex is the number of its attached links; it is a sim-
ple but effective measure of nodal importance. A
node is important in a graph as many links con-
verge to it. LetV the set of vertices on the graph
andv a vertex, this measure is defined by Eq. 6.

indegregv)

scorgv) = V-1

(6)

Key Problem Player (KPP) (Navigli and Lapata,
2007), consists in finding a set of nodes that is
maximally connected to all other nodes. Here, a
vertex (denoted by andu, V is the set of vertices)

is considered important if it is relatively close to
all other vertices Eq. 7.

1
UEV:u Vd(u7v)
kpp(v) = V|\7;T (7

e Personalized PageRankPPRank) (Agirre and

Soroa, 2009), this is a modified version of the
original PageRank (Brin and Page, 1998), which
consists on use undirected graph with weight in
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Table 1: Performance using only semantic similarity infation.

Model used| Algorithm Precision (%) Recall (%)
kpp 9.82 9.58
SiMeospmi Indegree 258 2203
PPRank 7.62 7.43
kpp 3.44 3.36
Cosine Indegree 1385 1351
PPRank 1.61 1.57
kpp 2.71 2.64
MI Indegree 127 1187
PPRank 1.9 1.85

Table 2: Performance using only context.
Algorithm  Precision (%)  Recall

kpp 21.33 20.81
Indegree 2109 2145
PPRank 1.61 1.57

Table 3: Integration of semantic similarity and contexbmmation.

Model used| Algorithm  Precision (%) Recall (%)

kpp 31.89 31.11

S| Indegree 427 4027
MCosPMI | ppRank 11.58 11.3
kpp 27.27 26.6

Cosine Indegree 389 3726
PPRank 12.9 12.58

kpp 26.68 26.03

MI Indegree 377 3626
PPRank 13.34 13.01

Table 4: Overall results for the domain WSD of SemEval 2010.

Algorithm Precision (%) Recall (%)
Anup Kulkarni 512 495
Andrew Tran 506 493
Andrew Tran 54 491
Aitor Soroa 481 481
Hansen A. Schwartz 43 392
Our approach 42 402
Aitor Soroa 384 384
Radu lon 351 350
Yoan Gutierrez 3P 303
Random baseline 232 232

the edges. After running the algorithm, a score is
associated with each vertex as shows the Eq. 8.

According to the literaturey is a factor which is
usually set as 0.85, that is the value used in this
evaluation.

PR(V) = (1—a) +ax Wi pRuvj)

(8)

vein(vi) 2 VeOut(v;) Wnk

138



Combining Local and Related Context for Word Sense Disambiguation on Specific Domains

6 SPECIFIC DOMAIN WORD to an undirected representation, which was the better
SENSE DISAMBIGUATION option, as show the results from Tables 1, 2, and 3.
We think that Indegree is better because benefit of a
large number of semantic relations, particularly of a
densely connected graph. On the other hand, DH im-
proved the results because, the context is not limited
to a window size, wich determine the context range.
Thus, a parser technique is used to describe the gram-
matical structure of the sentences, then the context of
each word encountered in the corpus was extracted
(see Section 3). This co-occurrence context-word is
weighted according to their frequency in the corpus.
¢ We conclude that using the parser is better instead of
a neighborhood around the ambiguous word.
Vit [X] % Vi[X] The Tal_JIe 4 shows a comparison wi_th the wor_ks
YA MERYRI (9) presented in the SemEval 2010 competition. The im-
b +VieX plemented system got a better performance than other
wherex s a item in the vectoN[x] + Vi¢[X] is defined  systems, approximately 10% more on the precision
as {Vit[X] + Vic[X] | XeVit "Mic}, and Vit [X] +Vie[X] is and recall. Moreover, the obtained results are slightly
defined ag{ Vit [X] +Mc[X] | XeVit,XeVic}. The synset - |ow in comparison with the best one.
with the highest value is selected as the right sense for
the ambiguous word.

In this section the related and local context are inte-
grated to disambiguate the words in a test document.
For each wordw to be disambiguated in the docu-
ment, two graphs were built and evaluated indepen-
dently, one with the local context and other with the
related context, applying graph centrality algorithms
(Section 5), thus two vectors were obtained as a re-
sult of these evaluationd/; = {x1,%2,--- ,Xa} and
Vic = {X1,%2,--- ,Xm}. These vectors are integrated
as shows Eq. 9 to produce a final sorted vector o
synsets.

Vtinal =

8 CONCLUSIONS AND FURTHER

7 EXPERIMENTS AND RESULTS WORK

In this research, an approach for WSD on specific
domain was presented. In such approach we have
suggested a new method that uses the local and re-
lated context to retrieve second order vectors from
7.1 Test Data WordNet to disambiguate combining both informa-
tion. The experimental results comparing with Se-
For the experiments, the gold standard dataset re-mEval 2010 showed promising results in precision
leased by SemEval 2010 (Agirre et al., 2010) was and recall. As further work we think that better re-
used. This dataset containg398 instances of am-  sults could be gained using some techniques to ex-
biguous words, 366 verbs, and 1032 nouns. For effi- tract key terms from an additional corpus to increase
ciency reasons, in the experiments tekated context  the size of the original corpus, as well as other seman-

is formed by 5 semantic terms afatal contexas it tic similarity measures to extract related words for an
was described above (Subsection 3.2). ambiguous word.

In this section the obtained results for WSD on a spe-
cific domain are presented.
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