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Clustering techniques in data mining aim to find interesting patterns in data sets. However, traditional cluster-

ing methods are not suitable for large, high-dimensional data. Subspace clustering is an extension of traditional
clustering that enables finding clusters in subspaces within a data set, which means subspace clustering is more
suitable for detecting clusters in high-dimensional data sets. However, most subspace clustering methods usu-
ally require many complicated parameter settings, which are always troublesome to determine, and therefore
there are many limitations for applying these subspace clustering methods. In this article, we develop a novel
subspace clustering method with a new density function, which computes and represents the density distri-
bution directly in high-dimensional data sets, and furthermore the new method requires as few parameters as

possible.

1 INTRODUCTION

Usually, we need to investigate unknown or hidden
information from raw data. Clustering techniques
help us to discover interesting patterns in the data
sets. Clustering methods divide the observations into
groups (clusters), so that observations in the same
cluster are similar, whereas those from different clus-
ters are dissimilar. Clustering is important for data
analysis in many fields, including market basket anal-
ysis, bio science, and fraud detection. Clustering also
provides foundations for other data mining tasks, such
as classification and association.

Unlike traditional clustering methods that seek
clusters only in the whole space, subspace cluster-
ing enables clustering in particular projections (sub-
spaces) within a data set, which means that the clus-
ters could be found in subspaces rather than only in
the whole space.

Although most subspace clustering algorithms can
find clusters in subspaces of a data set, the effectiv-
ity is a problem of these algorithms. For instance,
it is commonly known that the majority of the algo-
rithms usually demand many parameter settings for
high-dimensional data sets. However, the values of
these parameters are hard to determine. In addition,
because of their sensitivities to the parameter values,
these algorithms often generate very different cluster-
ing results of the data sets.
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In this paper, we introduce a novel subspace clus-
tering algorithm, which is a density-based clustering
method. It calculates the distribution of data sets with
its denstiy function, and clusters are explored in order
of cluster sizes. The method can be applied for differ-
ently scaled data. Moreover, the algorithm uses one
parameter, which simplifies the application process.

The remainder of this paper is organized as fol-
lows: In section 2, we present related work in the
area of subspace clustering, and some similar ideas
from other algorithms. Section 3 describes our new
subspace clustering method. Section 4 presents ex-
perimental studies for verifying the proposed method.
Finally, section 5 contains some conclusions together
with some ideas for further works.

2 RELATED WORK

In recent years, there is an increasing amount of
literature on subspace clustering. Surveys such as
those conducted by Parsons (Parsons et al., 2004) and
Kriegel (Kriegel et al., 2009) have divided subspace
clustering algorithms into two groups: top-down and
bottom-up. Top-down methods (e.g. PROCLUS (Ag-
garwal et al., 1999), FINDIT (Woo et al., 2004), s-
Clusters (Yang et al., 2002)) use multiple iterations
for improving the clustering results. By contrast,
bottom-up methods (e.g. CLIQUE (Agrawal et al.,
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1998), ENCLUS (Cheng et al., 1999), MAFIA (Goil
etal., 1999)) firstly find clusters in low subspaces, and
then expand the search by adding more dimensions.

However, all the previously mentioned subspace
clustering methods suffer from some serious limita-
tions related to determination of proper values for
their parameters. For instance, parameters of top-
down methods (e.g. numbers of clusters and sub-
spaces) and the bottom-up method’s parameters (e.g.
density, grid interval, size of clusters) influence the
iterations and clustering results, however the parame-
ters cannot be determined easily. In order to make the
clustering task more practical, it is necessary to find
an easier way to determine the parameters.

DENCLUE (Hinneburg et al., 1998) is a density-
based clustering algorithm that uses Gaussian ker-
nel function as its abstract density function and hill
climbing method to find cluster centers. DENCLUE
2.0 (Hinneburg and Gabriel, 2007) is an improvement
on DENCLUE, which does not have to estimate the
number or the position of clusters, because cluster-
ing is based on the density of each point. However,
it is still necessary to estimate the parameters in the
algorithms, such as mean and variance in DENCLUE
or the iteration threshold and the percentage of the
largest posteriors in DENCLUE 2.0. Besides, they
are not designed for subspace clustering.

DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) (Ester et al., 1996) is a
density-based clustering algorithm because it finds
clusters by estimating density distribution of corre-
sponding nodes. The definition of a cluster in DB-
SCAN is based on the notion of density-reachability.
A cluster of DBSCAN satisfies two properties: All
objects within the cluster are density-connected; If an
object is density-connected to any object in a cluster,
it belongs to the cluster as well. DBSCAN requires
two parameters: the minimum distance for neigh-
borhood (e) and the minimum number of objects for
forming a cluster (minPts). SUBCLU (Kroger et al.,
2004) is a subspace clustering algorithm based on
DBSCAN. SUBCLU uses a bottom-up, greedy strat-
egy to find clusters in subspaces. In the first step
of SUBCLU, all one-dimensional subspaces are clus-
tered, then all clusters in a (k + 1)-dimensional sub-
space will be built from k-dimensional ones. Simi-
lar to DBSCAN, SUBCLU takes also two parameters
e and minPts, however, one issue of SUBCLU is to
choose the two parameters properly for data with dif-
ferent value ranges.

In previous work we introduced a subspace
clustering method SUGRA (Zhao, 2010) (subspace
clustering method by using gravitation’s function).
SUGRA applies a density function that is similar to
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gravitation function for the purpose of representing
the density distribution in each single dimension and
locating the clusters in high-dimensional subspaces.
A cluster object in high density area has a high value
of density, meanwhile a non cluster object has al-
ways a low value. We could find the cluster objects
according to this property. SUGRA works well in
many situations, however for the high-dimensional
subspace it is a little complex, since the combination
of the objects in high-dimensional subspace from one-
dimensional objects is not the best solution.

For the purpose of establishing a method for a
convenient and practical application in subspace clus-
tering, we introduce here a novel subspace cluster-
ing algorithm, which is named Automatic Subspace
Clustering with Distance-Density function (ASCDD).
ASCDD’s density function is an improvement of the
gravitation function in SUGRA. Moreover, the idea is
also inspired from DBSCAN, in ASCDD the cluster
objects are considered as density-connected, however
the criterion for density-connectivity is different from
DBSCAN. ASCDD needs just one parameter in order
to make the clustering process as simple and accurate
as possible.

3 CLUSTERING PROCESS

Generally, a data set could be considered as a pair
(R;8), where R = faj;ap; ¢ is a set of all at-
tributes (dimensions) and ©® = fo;;0,; g is a set of

all objects. orajg denotes the value of an object o; on
dimension a;.

A subspace cluster S is also a data set and can be
defined as follows: S = (A;Q), where the subspace

A RandO 6, andS must satisfy a particular con-
dition C, which is defined differently in each subspace
clustering method, however, a general principle of C
is that objects in the same cluster are similar, mean-
while the ones from different clusters are dissimilar.
SA indicates subspace clusters that refer to A.
Compared with other algorithms, we pay more
attention to the high-dimensional subspaces and try
to apply a density function directly to the objects in
any high-dimensional subspace. The density function
should have the properties: There are significant dif-
ferences in density values between dense objects and
not dense objects; Moreover, the scale of density val-
ues should not depend on the types or scales of the
objects, e.g. no matter clustering salary or length the
density values should have the same range. It is also
desirable that the density values of objects for any
subspaces should remain in the same range.



SUGRA has a density function suitable for an one-
dimensional space. We developed the density func-
tion of ASCDD from SUGRA, so that the density
function of ASCDD can be applied for calculating the
density values directly to objects in any subspace.

One important definition in ASCDD is distance-
density. The definition of distance-density is based
on the Euclidian distance with the property of mea-
suring density of two objects relative to all objects.
In order to unite the data with different scales in
each subspace, the first step is normalizing the ob-
jects in each dimension, and the normalization of an
object o in one dimension a is defined as 6ifag =

oifélg min(of29)
max(ofad) min(ofag) "
0% 2 [0;1] through the normalization. For conve-

nience, o (value of object o; on dimension a) used
in the following is normalized. The distance-density
of objects o0; and 0 with regards to subspace A is de-
fined as follows:

Obviously, every object has a value

1
dgro, = (1)

Al 2
rho; 10j+1

where rc,Ai;Oj is the normalized Euclidian dis-
t;aﬂnce, which is calculated as follows: ré\i;oj =
(Oifag olj‘ag)z'
8a2A
[0; jAj]. j©j is the number of objects and has
B value I1 So that the distance-density dfi‘;oj 2
1 .
(A} j6i)?’
means the smaller rf., , the closer df.o to 1.
Compared with SUGRA’s density function, if
rOAi;oj = 0, which means if the distance between two
objects is zero, the distance-density dé;oj =1, how-
ever SUGRA has to treat this case specially. Another
advantage is that the density function can be applied
not just in one-dimensional subspace, but also in any
subspace A, because ré\i;oj is the normalized Euclidian
distance in the subspace. From the experiments, we
can see that the density function of ASCDD is more
efficient for high-dimensional subspaces.
The density of an object o; relating to all objects
in subspace A is defined as follows:

It is evident that rf., 2

1 . dfj.o; varies inversely with rf., , which

Dh= diy = ! )

8 0;;0j _8 P 2
0 0j A - -
! ! rOi;Oj J©J+1

This density can be considered as a relative density,
which can be imagined as the ratio of a local distance
to sum of distance from all objects. The density dis-
tribution is determined from all the objects, however
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the density of a single object is particularly influenced
by its local environment. For example, the density of
an object will get higher by putting more objects near
it, but the densities of objects at a far distance will
change very few.

The density of an object reveals the amount of sur-
rounding objects and reflects a distribution of the ob-
jects, moreover the density at the center of a cluster
can indicate the size of the cluster. Figure 1 illustrates
an example of positions and densities of objects in an
one-dimensional space. It can be seen that, the larger
a cluster is, the higher density the central object has,
namely the peaks indicate centers of clusters, mean-
while the non cluster objects are always in the valley.

Density
@ w
8 &
M o
o W

L
0.2 0.4 0.6 0.8 1
Position of the objects

Figure 1: An example of density function.

The density function is a smooth function, how-
ever the differences of densities between cluster ob-
jects and non cluster objects are adequate for distin-
guishing clusters. Hence the density function is not
only just for observing the clusters clearly but also
the foundation for clustering process.

After calculating the distance-density, the next
question is how to find clusters from the density val-
ues. It is noteworthy that the objects at center of
a cluster are close to each other. Meanwhile, the
distance-density at the edge between cluster objects
and the objects outside the cluster are much sparser.
We consider that all objects in a cluster are neighbors,
so our idea for clustering is to search the neighbors of
center objects.

An important procedure in ASCDD is to check
whether two objects are neighbors. It should be
pointed out that the distance-densities for all objects
in different subspaces have a unified range. Consid-
ering this property we apply the distance-density for
neighborhood decision. The set of neighbors of an
object of* (Neighbor (o)) is defined as follows:

dgr.o, > DDT =) 0} 2 Neighbor(0f')  (3)

Where DDT (distance-density threshold) is a thresh-
old for choosing the proper neighbors with distance-
density higher than DDT. As mentioned before,
dé;o,— 1, consequently the parameter DDT has also

to be determined with the value DDT < 1. It is appar-
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ent that the greater DDT is chosen, the fewer neigh-
bors are selected. It is important to choose an appro-
priate DDT for clustering. DDT is the only parameter
applied in the whole algorithm for the purpose of fa-
cilitation of choosing parameters.

0 02 04 06 08 1
Position of the objects

Figure 2: An example of clustering process of ASCDD.

In ASCDD, exploring a cluster begins with
searching neighbors of its center object, e.g. oﬁ,
all objects in Neighbor(o’i“) belong to this clus-
ter, then 80 2 Neighbor(o}*)=fof'g, we search
Neighbor(o'j“) and insert the new objects into the
same cluster. Iteratively, each new object is searched
for its neighbors in the cluster until no further new
neighbor is found. Then, all objects in Neighbor(oiA)
generate a cluster with the center object of*.

ASCDD firstly finds an object with the maximum
density, then searches the cluster related to the object,
after that it finds the next object with the maximum
density value from the rest of objects namely the next
center of a cluster. The same process repeats until all
clusters are found with descending sizes.

Figure 2 shows an example of a one-dimensional
clustering process. In this example, the clustering
process starts from object 01, which has maximum
density, and searches all neighbors of 01 and sets them
as cluster 1, then cluster 1 will be extended by search-
ing new neighbors of current objects in this cluster.
The extension of cluster 1 will stop until no further
new neighbor is found. After we get cluster 1, all the
objects of cluster 1 are not considered for other clus-
ters, then the next object with the highest density is
02, Which is the center of cluster 2. The clustering
process of cluster 2 is the same as for cluster 1. Then
cluster 3 is on its turn, and so on. Finally, the clusters
are explored in turn according to their sizes.

3.1 Algorithm

The clustering process of ASCDD with respect to A
is divided into four steps.
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Algorithm 1: ASCDD.

Input: (&;8)
Output: All S

1 foreach possible A A do
Ocurrent = @
8i, calculate D
while Ogyrrent & 0 do
0f has max (D5 ); 80 2 Ocurrent
0 = Neighbor(o%)
Iteration: 80/ 2 O, Neighbor(0®) O
S=(A;0)

Ocurrent = Ocurrent O

© © N o g bh W N

I. 8i, Calculate Dj,.

Il. Take the starting object 05A that has the maxi-
mum density of current set of objects Ocyrrent-

I11. Find all neighbors from of', and set them as a
cluster S, then expand S by finding new neigh-
bors of objects in S until no new neighbor is
found.

IV. Remove objects in S from Ocyrrent, repeat step 11
until no new cluster is found.

Obviously the neighbors distribute around their
center objects, however a cluster could have any form
by expanding its members’ neighbors, which could
reach all area and connect the cluster objects together.

Compared with k-means algorithm (MacQueen,
1967) or its variations, ASCDD does not have to con-
jecture the quantity of clusters, because the object
with the highest density as a starting object indicates
the center of each cluster already. The centers of clus-
ters emerge along with clustering gradually, which
means no matter how many clusters there are, all clus-
ters are searched one by one according to their densi-
ties, which is independent of the input order.

The density function of ASCDD can be consid-
ered as a distribution function, which describes the
distribution smoothly. The density function smoothes
out small local peaks, which are usually not necessary
to be considered in the clustering process. However,
the main characters of clusters are shown through the
density evidently, namely the cluster center has higher
density than objects at edge, and therefore the posi-
tion and size of the clusters can be indicated easily.
Another important feature is that the algorithm can be
applied directly in arbitrary subspaces, which is es-
pecially simple and convenient for direct clustering
particular subspaces.

Although ASCDD can be applied in any subspace,
directly applying ASCDD in all possible subspaces

would cause a calculation in O(Zj‘“). There are many
feature selection methods for choosing relevant sub-



spaces from a data set. Our current approach seek
firstly all one-dimensional spaces with clusters. All
these one-dimensional spaces together are then taken
as candidate subspaces, and other subspaces are elim-
inated. From the candidate subspaces, we search
all possible subspace clusters from high to low sub-
spaces. This approach needs still to be optimized in
our future works.

4 EMPIRICAL EXPERIMENTS

4.1 Synthetic Data

In order to clearly illustrate the clustering result by
a graph, the experiment is carried out on a two-
dimensional space. For the purpose of testing accu-
racy, the clusters are set beforehand.

The synthetic data in the experiment is a simu-
lation about “galaxy stars”. The data set has 8372
objects, the clustering process took 72 seconds, the
experimental data and clustering result are shown in
Figure 3, where it can be seen that the black objects
are outliers and the cluster objects are marked with
different colors. The clustering result shows great ac-
curacy, moreover it is clear that any form including
concave form can be detected correctly.

Figure 3: Clustering result with “Galaxy”.

Figure 4 illustrates the densities of objects in three
dimensional space. Axis z shows that all objects’ den-
sities are greater than 0. The curve of the density
function represents the distribution of the objects very
clearly. The densities at the middle of the clusters are
much higher than the densities on the edge. The out-
liers have densities very close to 0.

4.2 Real Data

The data “wine” has been obtained from the UC
Irvine Machine Learning Repository (Frank and
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Figure 4: Clustering result demonstrates in 3D.

Asuncion, 2010). This data set corresponds to the
analysis of wines derived from three different culti-
vars. There are 13 dimensions with three clusters
(with 59, 71 and 48 objects). Each dimension mea-
sures a constituent of the three types of wines.

The subspace clusters are detected in many sub-
spaces. We illustrate two examples of the clustering
result and their accuracies in Table 1. For instance, by
applying ASCDD directly on 13 dimensional space,
we found two subspace clusters S, Sy, where S; cor-
responds to the original clusters S; and Sy together,
and S, corresponds to S¢. The clustering uses 0.05
second. In the second example, we found three clus-
ters Ss, S4 and Ss on the subspace £3;7;12;13g, the
accuracy of each cluster is shown in the table. This
clustering process takes 0.04 second.

Table 1: Accuracy of ASCDD on “wine”.

Number of objects in cluster
Wine Sa(59) [ Sp(71) [ Sc (48)
ASCDD results:
A=f1, ;13g Sy (108) S, (46)
A=13,7,12,13g | S3(51) [ Ss(48) | Ss (47)

From the clustering results obtained, it shows that
the clustering results of ASCDD are quite close to the
original clusters. The clustering implemented directly
on high-dimensional subspace, and furthermore the
running time for high-dimensional subspace is still
very low.

4.3 Comparison with SUBCLU

Compared with SUBCLU (Kroger et al., 2004), AS-
CDD needs to adjust one parameter DDT, where
SUBCLU has to set two parameters: minimum
distance e and minimum number minPts. SUB-
CLU is a bottom-up algorithm, which starts cluster-
ing from one-dimensional space, and then searches
high-dimensional subspace cluster based on lower-
dimensional subspace clusters. Like SUBCLU, AS-
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CDD can also work with the bottom-up principle. We
apply the same synthetic data sets on ASCDD and
SUBCLU in order to compare the performances of
the two algorithms.

The experiment data sets has ten dimensions and
1000 objects. In the first test we set five simple clus-
ters in different subspaces. The ten dimensions have
the same value ranges. By choosing the proper param-
eters both algorithms yield almost the same results.
Both methods find the five clusters. The running
time is also similar for two methods. It is notewor-
thy that as the dimensionality of subspace increases,
the parameter settings are changing. The setting of
e and minPts for SUBCLU is quite difficult by high-
dimensional subspace, whereas in ASCDD, DDT is
relatively simple to choose, because DDT should al-
ways be selected between 0 and 1.

In the second experiment, we change the ten-
dimensional data with various value ranges. In this
case, SUBCLU can not continue to work in the sub-
space higher than four dimension, because in high
dimensional all objects appear to be sparse, and the
strategy of choosing the minimum distance e for
neighborhood becomes less efficient. However AS-
CDD works still excellent in this situation, and has no
trouble to discover the five subspace clusters exactly.

5 CONCLUSIONS

In this paper, we proposed a novel subspace clustering
method (ASCDD) based on former work (SUGRA)
for high-dimensional data set. Departing from the tra-
ditional clustering method, ASCDD can be applied
much easier with just one simple parameter and pro-
vides useful distribution information, and is suitable
for different types of data. The result of ASCDD is ac-
curate, and presents clusters according to their sizes,
which does not depend on the input order. Compare
with its predecessor SUGRA, ASCDD can investi-
gate clusters directly in high-dimensional subspace,
and moreover, the density function is smoother than
SUGRAs.

From the results obtained so far, ASCDD works
really good in most situations. However, the clus-
tering result and quality depends on choosing the pa-
rameter DDT. Thus one extension of the approach is
researching a proper range of choosing DDT, which
will bring more convenience for the clustering pro-
cess. Another plan for our future work is to opti-
mize the subspace selection and to reduce the calcu-
lation time as the number of objects and dimensions
increases.
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