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Abstract: Digital content distribution services require that 1) only valid user devices that has a valid key can decrypt the
broadcasting content, 2) the keys can no longer be used to decrypt the content, if keys in a device are revealed,
and 3) invalid users who illegally use keys in a device can be identified. This paper proposes a broadcast
encryption scheme with traitor tracing based on the ternary tree structure. We design a new cover-finding algo-
rithm and label assignment algorithm in order to achieve a coalition-resistant revocation and tracing schemes.
In our scheme, the number of labels stored in a client device can be reduced by about 20.4 percent and the
average header length by up to 15.0 percent in the case where the total number of devices is 65,536. The effi-
ciency of the traitor tracing is the same as the complete subtree method, and its computational cost imposed on
a client device stays withi®(logn). Our scheme is an improvement of the complete subtree and difference
subset methods.

1 INTRODUCTION 1.2 Previous Work

1.1 Background Broadcast Encryption Scheme. The first scheme

is proposed by Berkovits (Berkovits, 1991). Fiat et
Digital content broadcasting services have becomeal. (Fiat and Naor, 1994) formalized the basic def-
major in the 3G and beyond 3G mobile market due inition of a broadcast encryption scheme. Naor et
to advancing of its communication speed. Unautho- al. (Naor et al., 2001) proposed the complete sub-
rized use of the digital content has been a major issuetree method (the CS method). This scheme uses a
for the mobile services. In digital content distribution, tree and devices are assigned to the leaf nodes of the
properties should satisfy the following three require- tree. Valid devices are covered by complete subtrees
ments: 1) only valid user devices that has a valid key and a key to encrypt the session key is assigned to
can decrypt the broadcasting content, 2) the keys caneach subtree. There is one problem associated with
no longer be used to decrypt the content, if keys in a the CS method in that the header length increases in
device are revealed, and 3) invalid users who illegally proportion to the number of revoked devices. The av-
use keys in a device can be identified. bfoadcast  erage header length is given Byrlog(n/r)) for the
encryption schemwith atraitor tracing algorithmis number of total devices, the number of revoked de-
an essential technique to realize these requirements. vicesr. The subset difference method (SD method)

is proposed by Naor et al. (Naor et al., 2001). This

*The first and forth authors are partially supported by method uses a binary tree to assign labels to devices.

Strategic Japanese-Indian Cooperative Programme on Mul-A valid device can derive the key to decrypt the mes-
tidisciplinary Research Field, which combines Informa- sage using its labels. The valid devices are covered
tion and Communications Technology with Other Fields by by subtrees with another subtree covering revoked de-
Japan Science and Technology Agency and Department Ofvices. A key to encrypt the session key is assigned to

Science and Technology of the Government of India, en- .
titled “Analysis of Cryptographic Algorithms and Evalua- €@ch subtree. The header lengths in the average and

tion on Enhancing Network Security Based on Mathemati- WOrst case scenarios are given bydy2 and 2 — 1,
cal Science”. and each device storédogn)?/2+logn/2+1) la-
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bels. Many improvements to these SD methods havel.3 Our Contribution
been proposed. Halevy-Shamir (Halevy and Shamir,

2002), Goodrich et al. (Goodrich et al., 2004), Jho There exist many improved versions of the CS and
et al. (Jho et al., 2005), Hwang et al. (Hwang et al., sp method providing a traitor tracing. However, no
2005) and Attrapadung-Imai (Attrapadung and Imai, method provide efficient traitor tracing using a feasi-
2007) proposed schemes based on a pseudo-randomjje header length. The CS method by Nabal. pro-
number generator. Asano (Asano, 2002), Attra- yides an efficient tracing witktlogn/log2) compu-
padung et al. (Attrapadung et al., 2003) and Gentry- tational overhead, but the header lengthlisg(n/r),
Ramzan (Gentry and Ramzan, 2004) proposed awheret is the number of traitors. Their SD method
scheme based on the RSA cryptosystem. Jho etrgqyces the header length tol@y2; however, the

al's scheme reduces the header length/mbut in- traitor tracing requirestlogn/log(3/2)) computa-
creases the storage size in device©{o®) wherec tion.

is constant. Other schemes reduce the storage size to- g paper proposes a coalition-resistant broad-

less tharO((logn)?) but increase the average header cast encryption scheme; its header length is re-
length to greater thanrlbg2. Boneh et al. (Boneh g,ceq to 8log2 and the traitor tracing requires
et al., 2005) proposed a scheme based on pairing in |ogn/log2) computation that is the same as the
which the header length and storage size do not de-compytational cost of the CS method. The simula-
pend onr; however, this scheme imposes a heavy tion results show that the proposed method reduces
computational costO(n) on devices. the average header length by up to 15.0 percent of
Group key-management schemes based on thehe Sp method. However, straightforward optimiza-
ternary tree have been proposed (Wang et al., 2006515 do not work due to the lack of the resistance
Graham et al., 2007; Tripathi and Biswas, 2009). The a4ainst, coalition attacks; thus, we need new algo-
CS method can reduce the storage size and tracingithms, We design a new cover-finding algorithm, la-
cost by using the ternary tree instead of the binary pe| gssignment algorithm and encryption algorithm
tree. However, the SD method cannot protect againstin order to achieve a coalition-resistant revocation
coalition attacks if it is straightforwardly extended scheme, and then we evaluate the efficiency of the

to t_he ternary tree. The construction of a coalition- proposed scheme and prove it is secure against coali-
resistant ternary SD method had been an open prob+;s, attacks.

lem and we showed a possible solution (Fukushima

Th f i i :
etal., 2008). e rest of the paper is organized as follows

Section 2 provides the preliminary. We propose the
ternary SD 8SD method in Sect. 3 and analyze its
Traitor Tracing Scheme. Chor et al. (Chor et al.,  security and efficiency in Sect. 4. Section 5 discusses
1994) proposed the first scheme based on combina-the comparison with existing schemes and further ex-
torics. This scheme requir€k*logn) header length  tension of our scheme and we conclude our paper in
andO(kZIogn) storage size wherkeis the allowable Sect. 6.

number of collaborative traitors. Their other scheme

is probabilistic one that require®(k?log(n/p))

header length an®(klog(n/p)) storage size. This

scheme can prevent upkaollaborative traitors from 2 PRELIMINARY

producing a pirated decoder with probability-1p.

Kurosawa-Desmedt (Kurosawa and Desmedt, 1998)Let N be the set of all of the deviceR(C N) be the
and Boneh-Franklin (Boneh and Franklin, 1999) pro- set of revoked devices, an| = n, |R| =r. Broad-
posed schemes based on number theory. Then, Kurocast encryption schemes enable the content distribu-
sawa and Yoshida (Kurosawa and Yoshida, 2002) tion center to transmit messalyeto all devices such
showed that these schemes are identical. Chabanne ghat any valid devices itlN\R can decrypt the mes-
al. (Chabanne et al., 2005) and Boneh et al. (Bonehsage, but none of the coalitions of revoked devices
et al., 2006) proposed a scheme based on bilinearcan decryptit. Keys (or labels to derive keys) are pre-
maps. The schemes based on number theory andnstalled on each device and never updated.

bilinear maps are efficient in terms of the commu- The proposed scheme consists of 1) a label assign-
nication overheads and the required storage size ofment algorithm, 2) a cover-finding algorithm, 3) an
devices; however, they impose heavy computational encryption algorithm, 4) a decryption algorithm, and
costs on devices. 5) a tracing algorithm.

Label Assignment Algorithm. (by the content dis-
tribution center)
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Assign labels to each device. The labels are used

to derive a key to decrypt the session key.

Cover-Finding Algorithm. (by the content distribu-
tion center)
Find a family of disjoint subset§S, S, ..., Sy}
suchthat) ;§ = N\R.

Encryption Algorithm. (by the content distribution
center)
Derive keysLi, ..., Ly to disjoint subsets
{S1,S,...,Sw} output by the cover-finding algo-
rithm. Then, encrypt messadyewith session key
K and encrypK with keysLyj, ..., L.

Decryption Algorithm. (by each device € N\R)
Find subse to whichd belongs. Then, derive
keyL; to decryptK and obtairM.

Tracing Algorithm. (by the contentdistribution cen-
ter)
Find traitors who produced a pirated decoder and
revoke them.

3 PROPOSED SCHEME

Djl
~

D.

Diji=D;\ Dy

Di,jlaajz:Di \ (Dj1UDj2)

Figure 1: Subsets iBSDmethod.

and fijp; are used to derive a labéfu,w) from
a labell(u,v) or transformed labefy (I(u,Vv)),
where nodew is a child of nodev. I(u,w) =
fist (fipi (1(u,v))) holds for anyu, v andw such
thatw is the left child ofv. Similarly, | (u,w) =
fent(Fior (1(U,¥))) 0F 1(U,W) = frge (fipy (1(U,V)))
holds if w is the center or right child of. figs
is used to derive a key from a label.

We define the subsets-used in 88D method.

Then, detailed descriptions of each algorithm is pro-
vided in Sect. 3.3.

We propose a coalition-resistant ternary subset differ-

ence 8SD) method. The proposed scheme can reduce 3-2  Subsets

the communication cost and storage size in devices, )

and provide efficient traitor tracing. Tt8SDmethod N the3SDmethod, all the devices IN\Rare covered
can be implemented using encryption functions and PY the collection of disjoint subse8, .. ., Sv. Each
one-way functions; that is, the required primitives are Subset is in the form ofD;\Dj, or Di\(Dj, UDj, ).

the same as the SD method.
3.1 Primitives

The3SDmethod uses the following primitives;

e A symmetric key encryption functionFk :
{0,1}* — {0,1}* to encrypt messagd.

e A symmetric key encryption functiong_ :
{0,1}* — {0,1}* to encrypt session key.

e One-way functions with pre-image resistarfgg,
fitt, fent, frgt @and fig: {0,13* — {0,1}*. These
one-way functions have to be pairwise distinct.
Note that one-way functions; andF, are pair-
wise distinct (Shin et al., 2005) if there is no prob-
abilistic polynomial time adversary that calculates
Fo(x1) from givenFi(x1), or Fi(x2) from given
Fo(x), for anyxy,xz € {0,1}*. 2 fig, fent, frgt

2Naor et al. (Naor et al., 2001) constructed three
functions using a pseudo random functi@n: {0,1}* —
{0,1}3*. In the SD method, they use@ (S), Gm(S), and
Gr(S) which are the first, second, and thixdits of G(S),
respectively. We can construct the five functidiyg, f+,

The former is used in the SD method and denoted by
Di j,- The latter is a characteristic subset in 8D
method and denoted W, j,¢j,. In this subset, all of
the devices irDj, andDj, are revoked. The nodes
j1 and jo must be siblings and the descendants. of
Figure 1 shows these two subsets.

3.3 Revocation Scheme

We describe the detail of the label assigned algorithm,
encryption algorithm and decryption algorithm. The
encryption algorithm takes the set of revoked devices
as input, and the revoked devices cannot decrypt mes-
sages. Thus, these algorithms provide a revocation
mechanism.

3.3.1 Label Assignment Algorithm

This algorithm is executed in the content distribution
center;

fent, frgt, and fygs based on another pseudo random func-
tion G’ : {0,1}* — {0,1}%*. Let G|(S) bei-th A bits of
G/(S); then, we havefi, (S) = Gi(S), i1 (S) = G4(S),
fcm(s) = Gé(S), frg’( (S) == GZ(S), and fkgf(s) == G%(S)
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Step 1. Construct a ternary tree to manage devices. | [nput Set of revoked device’
These devices are assigned to leaf nodes of the | OUtPut Pgﬁ't'gnisll\i%mvsw} such that
tree. 1. 7T etS_'Il'(R);
Step 2. Generate random initial labels widhbits for 2: C+ @
all of the nodes except for the leaf nodes in the 3: Doloop ) _ .
tree. Let the initial label for node bel (u,u). All 4. Findleaf nodeg, ..., j« that are siblings of
of the other labels required in this scheme are de- | . ﬁalfiosfrt'ﬁé’n
r_|ved from these initial labels using one-way func- 6: Remove nodegy, j» and j3 from T;
tions fitt, fent, frgt and fip. Labell (u,w) can be 7: Else then/* k=1 ork = 2 %/
derived asfit (fini (1(u,v))), fent(fini (1(u,v))), or 8: i + the lowest ancestor node pf
frgt (fioi (1(u,v))) whenwis the left, center or right (andj») that has sibling(s);
child of v, respectively. 1%{ If not foundthen
Step 3. Assign labels and transformed labels to de- | 77 Er:d? root
vices. The setabelu) that the device at the node 12: If k=1then
u has is given by 13: IC :C%{Ei’h};/
14: Else then/* k=2 *
Labeku) Z{f|b|(|(V,W))|VE Patl’(u)a we LN(U)} 15: CeCU{Di,jl@jz};
U{l(v,w)|v € Path(u), we RN(u)} 16: End if
17: Remove all of the descendant nodes
Uil(al)}. @) ofifromT;
Path(u) is the set of nodes that are on the path | 18 Endif
from the root node tai.  LN(u) denotes the set 19: _ Until T = {ra6t}
20:  Return C;
of nodes that hang on the left of tiRath(u). If :
Path(u) contains the leftmost node, the rightmost Figure 2: Cover-finding algorithm.
sibling is in LN(u). RN(u) denotes the set of
nodes that hang on the right of tiRath(u). If 3.3.3 Encryption Algorithm

Path(u) contains that rightmost node, the leftmost
sibling is in RN(u). I(all) is a random label to

The encryption algorithm is executed in the content

be used in the special case where there are no redistribution center on messatye

voked devices.

3.3.2 Cover-finding Algorithm

The cover-finding algorithm takes the set of revoked
devicesR as the input and outputs the collection of
disjoint subsetdS,...,Sy} that partitionN\R. Let
ST(R) be the tree that consists of leaf nodes that cor-
respond to revoked devices and their ancestor nodes.
¢ denotes the empty set. The output is used for an in-
put parameter of the encryption algorithm. Figure 2
shows the details of this algorithm.

The cover-finding algorithm firstly finds the root
nodes of eliminating subtrees. If a leaf node in tree
T has no sibling (case wheke= 1) or only one sib-
ling (case wher& = 2), the algorithm selects these
nodes as the root nodes; otherwise (case where k=3),
it scans the higher layers. Then, the cover-finding al-
gorithm finds the root node of a covering tree. If the
parent node of the root nodes of eliminating subtrees
has sibling(s), the algorithm selects this node as the
root node; otherwise it scans the higher layers. After
finding the root node of the covering tree, the algo-
rithm removes all the descendant nodes of it. This
algorithm terminates when trée contains only the
root node.
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Step 1. Choose session ké¢/and encrypM with K.
Step 2. Partition all of the valid devices into dis-

joint subsetsS;, ..., Sy using the cover-finding
algorithm. LetL, ..., Ly be the keys asso-
ciated with these subsets. The key for subset
Di j, is given by fkgf(f|b|(|(i,jl))), and the key
for subseD; j,j, whereright(jz, j2) is given by
figr(1(i, j1)). right(u,v) means thav is the im-
mediate right sibling ofu. If u is the rightmost
node,Vv is the leftmost sibling. Any two sibling
nodes in a ternary tree can be described in the
form “right(u,v)".

Step 3. Encrypt session kel with keysLy, ..., Ly
and send broadcast message
<[Sla'-~7SN7EL1(K>a'~~7ELW(K>]7FK(M>> (2)

to all of the devices.

3.3.4 Decryption Algorithm

The decryption algorithm is executed in a device on a
received broadcast message:

Step 1. Find subsef to which the device belongs.

The result isL. when the device is revoked.
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Input Current partition{S;, S,...,.Sv} algorithm tests whether the pirated decoder can de-
Olu_tp“t Newsgaétzltlon "S":?re traitors are eliminated crypt the message on the partition with probabifity

> SD;O{Op’ v Sk greater than the threshold (i.e., 0.5). _If the decoder

3. Sj < subset tracing algorithifs ); cannot decrypt the message, the algorithm outputs

4 If S = 1 then Otherwise, the algorithm outputs sub&gtsuch that

5: Return s; |pj — Pj—1| > p/w wherew is the number of subsets

6: Else if Sj contains only one devidhien in the partition. We defin@; by the probability that

7 S S\{S§}h the box decodes the ciphertext

8: Else then

9: SplitS; into two or three subsets: (linsiz,-- - iw, ELy (R),EL, (R), .. ., Ey (R),

Sj,; Sj, (andSj, in some cases),
ﬂ: Eé(‘j?S\{Sj}U{Sjl,sz(,Sj3)}; B 1 (K) By (K)s o By (KL F (M), (3)
. nai

whereR is a random number with the same length as

key K. Note thatpg = p, pm = 0; thus, there exist§

) such thatpj— pj—1| > p/w. The valugj can be found

Step 2. Derive keyL from a label or transformed us-  efficiently using the binary search algorithm. Figure 7
ing one-way functions. shows the details of the subset tracing algorithm.

Step 3. DecryptEy, (K) usingLt to obtain keyK.

Step 4. DecryptFx (M) usingK to obtain and output
messagé/. 4 ANALYSIS

Figure 3: Global tracing algorithm.

3.4 Tracing Scheme The efficiency and security of tt@SDmethod is an-
alyzed in this section.

We use a global tracing algorithm when we find a pi- o

rated decoder. This algorithm outputs the new parti- 4.1  Efficiency

tion where traitors are eliminated, and this partition is

used for further message broadcasting. We evaluate th8SDmethod from four perspectives:

3.4.1 Global Tracing Algorithm e Communication cost, i.e., the length of the header
that is attached tbx (M), which can be evaluated

The global tracing algorithm takes the current parti- by the number of subsets.

tion as the input and outputs a new partition where e Storage size, which can be evaluated by the num-
traitors are eliminated. We use the subset tracing al-  ber of labels and transformed labels in each de-
gorithm to find the subset containing traitors, which is vice.

described in the next subsection. Figure 3 shows the
details of the global tracing algorithm.

This algorithm is based on the divide-and-conquer
strategy. Thus, a subset should be split into subsets e Computational cost, which is imposed on the con-
of approximately the same size in Line 9 in order to tent distribution center to trace traitors.
improve the efficiency. Figure 4, 5, and 6 shows the 1o header length depends on the location to which
splitting method for a subset. We consider the follow- e\ oked devices are assigned, while the storage size
ing three cases: and the computational cost are not dependent on this

i) The root node of the subtree and the root node of location. Therefore, an analysis of worst and average
an eliminating subtree are adjacent. case scenarios is presented.

ii) The root node of the subtree and the root nodes of
two eliminating subtrees are adjacent.

iii) The root node of the subtree and the root node(s) the header length is evaluated in worst and average
of the eliminating subtree(s) are non-adjacent. case scenarios.

e Computational cost, which is imposed on devices
to derive the session key.

4.1.1 Communication Cost

3.4.2 Subset Tracing Algorithm

Worst Case Analysis. A trivial upper bound of the
The subset tracing algorithm takes a partition as the number of subsets is given loy 3. In this case, all of
input and outputs a subset containing traitors. The the devices are covered by ternary trees with height 1.
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Figure 5: Subset splitting method in case ii).

The upper bound in terms ofcan be evaluated

by the number of chains in the alternative descrip-

tion of the cover-finding algorithm in Naor et al.'s pa-

SubsetD; j, corresponds to chaifi,..., j1] and
subseD; j,¢j, correspondsto chain ..., ji; jo|. The
head vertex of a chain must be the root node or a child

per (Naor et al., 2001) (in Sect. 3.2). This alterna- of a node with an outdegree of greater than 1. Thus,
tive description is used to construct chains of nodes in a parent node of the head vertices is a branch node

ST(R). In the SD method, each chain is in the form
[ug,...,u] and satisfies the following conditions:

e Ui, ...,U_; have an outdegree of 1.

e U is either a leaf node or a node with an outdegree

of 2.
e The parentofl, is either a node with an outdegree
of 2 or the root node.
SubsetD; j corresponds to chaifi,...,j]. In the
3SD method, each chain is in the for[nl,...,ul(l)]
or [ug,.. .,u|,1,u|(l>;u|(2>] and satisfies the following
conditions:
e Ui, ...,U_o have an outdegree of 1 amid 1 has
an outdegree of 1 or 2.

o ul(l) andul(2> are leaf nodes or nodes with an out-
degree of 3.

e The parent ofi; is a node with an outdegree of 2
or 3, or the parent is the root node.
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of ST(R) (or the head vertex is a root). Let the out-
degree of the branch node be Then, the number
of branch nodes is given by/b+r/b>+---+1=
(r—1)/(b—1). Assume that the number of branch
nodes withb = 2 is ap, that of nodes witlh = 3 isas
anda = ay + ag. The proportion of branch nodes with
b =2 isay/a and that of nodes with = 3 is ag/a.
The number of chains is given by

3

S @/@b0-1/b-1+1 @

Note that the root node is an additional head vertex.

The number of chains is simplified to
(4a—ag)/(r—1)/(2a) +1, (5)

and it takes the maximal value 2 1 foraz = 0. Thus,

the upper bound in terms ofis 2r — 1.

Average Case Analysis. Naor et al. showed the
upper bound of the average header length in the SD
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Di,vleB\Q

Di,v2€B\B
D\/Zjleajz
Figure 6: Subset splitting method in case iii).

Input Partition{$1,S,...,Sw} probability that a chain is na@mptyis calculated as
Output Subset containing traitors ar o\t Nt g
1. s —{S,S,....S}; 3(5) —3<§) =31 (7)
2. p+« the probability that the pirated decoder : :

can decrypt the message on The average header length in tBSD method is
3: If p<thresholdhen bounded by
4: Return L; Lr/2t—-1
5:  Else thenfind Sj such thatp; — pj_1| > p/w; tzlf g1 ) =3rlog2 (8)
6: Return §j; . _
7- Endif The upper bound in the&SDmethod is larger than that

in the SD method based on this evaluation.

Next, we evaluated the average number of sub-
sets in theBSD method using a simulation. The to-
method. They evaluated the expected number of sub-tal number of devices is 65,536 and the position of
sets by counting the number of chains with an outde- revoked devices is randomly determined. We com-
gree of 1 that are nampty that is, contain multiple  pare the SD method and t3D method. Figure 8
vertices. Note that aemptychain is a chain that con-  shows the comparison results. We refer the Okuaki et
sists of one node and the temmptydoes not mean  al.'s results (Okuaki et al., 2008) to estimate the aver-
an empty set. No subsets are added to the partitionage number of subsets in the SD method. The subsets
when a chain iempty Consider a chain on which number in the3SD method is lower than that in the
t devices hang; that ig, revoked devices lie down- SD method for a large number of revoked devices.
stream of the chain. The condition that a chain is not The rate of reduction is up to 15.0 percent. Note that
emptyis that allt devices exist on one side down- this condition is disadvantageous to 38D method
stream of this chain. Then, the probability that the with regard to unused nodes.
chain is noemptyis 2~ which is the probability Finally, we compare the theoretical results and
that allt devices exist only on the left side or the right our simulation results. The header length of the SD
side. For any Kt <r, there are up to/t chainson  method is smaller than that of tf&D method in
whicht devices hang since each chain contains dis- some of our simulation trials where< 1,000. In this
tinctt devices. Thus, the expected number of non- situation, our simulation results agree with the theo-

Figure 7: Subset tracing algorithm.

emptychains in the SD method is bounded by retical upper bounds for the average header lengths.
1 The theoretical upper bound of the header length in-
Lr(1l creases in proportion to the number of revoked de-
Z— = <2rlog2 (6) . -
Gt \2 vices. However, it is not necessary for the header

length to be proportionate to the number of revoked

In the3SDmethod, a chain ismptyif there is no devices in the average case. Additionally, a lot of de-
downstream that has no devices. Thus, a chain is notvices can be revoked simultaneously with high prob-
emptyif there is downstream without devices. The ability as the number of revoked devices approaches
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the total number of devices. In this situation, there is a which occurs in case i). Thus, our global tracing algo-
gap between our simulation results and the theoreticalrithm requiregtlogn/log2) computational overhead
upper bounds for the average header lengths.=f in the worst case scenario.
n/2, the average header lengths reach the maximum
values. That is, the lengths approach the other theo-4.2  Security
retical results (the trivial upper bound for the header
lengths:n/3 for the3SDmethod and/2 for the SD  The 3SDmethod is secure iFk andE_ are secure
method). Our simulation results indeed show that the encryption algorithms and the label assignment al-
header length of thBSDmethod is smaller than that  gorithm is coalition resistant. This security result
of the SD method in the case where- 32,768. The  follows by the same argument as Naor et al.s the-
reduction ratio of the header length using 88D  orem (Naor et al., 2001). Note that the label as-
method takes the most significant value in this situa- signment algorithm is different from that of the SD
tion. Our simulation results agree with the theoretical method. We discuss the coalition resistance of our la-
results in this situation. bel assignment algorithm.

First, we define the security conditions of the

4.1.2 Storage Size primitives as follows;

Each device hasiy — d labels ofl(u,*) and dr — Definition 1. For any probabilistic polynomial time

d transformed labels ofj(I(u,*)) for an ancestor  2dversary, for every message M, random mes-

nodeu at depthd, wheredr ~ logsn is the height of =~ Sa9€ R ‘g‘”th length [M| and random session key

the tree. The labdlall) is needed for the case where K € {0,1}%,

there is no revoked key. The number of labels and 1 —1ll<e

transformed labels stored in devices is given by; IPria(fe(M)) =2 Pria (Fe (Rw)) < il <. (12)
loggn then, K is a secure encryption algorithm with secu-

dz 2(loggn—d) + 1~ (logn)?/(log3)%.  (9) 'y parameter.

=0 Definition 2. For any probabilistic polynomial time
adversary4, for every message x, random message
R with length|K | and random key k& {0,1}*,

We evaluate the computational cost imposed on de- |Prla(EL(X)) =1 —Pra (EL(Ry)) = 1]| <& (13)
vices to derive the session key. First, a device finds

the subset to which the device belongs. The subsetthen, E is a secure encryption algorithm with secu-
can be found irO(loglogn) using the techniques for Tty parametere.

finding table structures in the CS method. And then, Definition 3. Assume an adversary against the la-
the device derives the key. In this process, the device pe| assignment algorithm and oraciefor which be-
uses a one-way function up to 2lgg— 1 times. The haviors are defined below:

total computational cost is bounded by

4.1.3 Decryption Cost

1. 2 determines the set of all of the devices N and

O(loglogn) + 2(loggn— 1) = O(logn). (10) the set of revoked devices R and sends them to
: 2. 0 assigns labels to devices and separatedRN
4.1.4  Tracing Cost into S, &, ..., Sy; then,0 sendqS;,S,...,Sy)

toa.
We consider the bifurcation value that is the relative 3 4 selects 1<t <w) and sends it to
size of the largest split subset to the original subsetin - 1<t=w) oo '
order to evaluate the efficiency of the global tracing 4- O sends Lab&éN\S), which is the set of labels

algorithm. Let the number of splits required to iden- ~ thatall of the devices in N§ have, toa.
tify one of the traitors bex. Nb* =1 holds for the 5. o0 derives key , selects random R with length
bifurcation numbeb, and we have ILt|; then,o sets gy = Ly and Ky = Ry,.
logn 6. o flips a coin be {0,1} and sends Kto 4.
X= log(1/b)’ (11) For any probabilistic polynomial time adversany,
The computational overhead required to trace all of |Prla (L, Labe(N\S)) = 1]
thet traitors is bounded bylogn/log(1/b). We can _PHa(R,,LabelN\S)) = 1]| <&; (14)

see the relative size of the largest split subset is 1/2,
1/3, and 3/7 in case i), ii), and iii), respectively. Com- then, the label assignment algorithm is coalition re-
paring these three cases, the bifurcation valug2 1  sistant with security parameter
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Figure 8: Average header length estimated by simulation.

We now state and prove the main security theorem. The case where§ is D; j,. In this case, the corre-

Theorem 1. Fx, E_ are secure encryption algorithms ~ Sponding key isly = fig¢(fibi (I (i, j1))), which can
and the label assignment algorithm is coalition resis- be derived by using labéli, j1) or transformed la-
tant with security parametersy, €, and 3, respec- D€l fini(I(i,j1)). What needs to be determined is
tively. Then, for any probabilistic polynomial time ~that none of the coalitions of devices M\D; and
adversarya with the header of a broadcast message |f3j1(|c(§”. o)t))tam the label(i, j1) or transformed label
Ibi (IL15 J1))-

1SS By (K), - By (K)), (15) No coalition of devices ifN\D; can obtain the

for every encrypted message (M), encrypted ran- ey, The label (i,«) can be derived only from the

dom Fx (Rw) with length M and random key K, initial label I (i,i) that is generated randomly and in-

|Pria(Fc(M),[SL,....Sw ELy (K), .., EL, (K)]) = 1 dependently of other initial labels. Thus, a coalition

—Pra(Fc(Rm),[S1s- -, Sw, EL, (K), ..., EL, (K)]) = 1]| of these devices iN\D; cannot obtain labels or trans-
2nw formed labels in the form of(i,*) and fip (I(i, *))

< &1+ —(e2+ 4wes). (18 since nods is not on the paths from the root node

Proof. This theorem follows from Theorem 11 of the 10 the leaf nodes where these devices are assigned.
full version of Naor et al.’s paper (Naor et al., 2001). Now, we only have to consider that no coalition of
Note that the structure of a broadcast message of thedevices inDj, can obtain the key. No device Dj,
3SD method is exactly the same as that of the SD has labels or transformed labels in the forn©fjs),
method. O fioi (11, j2)), 1(i,u) and fipi (I (i,u)), whereu is an an-
_ _ ) cestor node of;. Note that the coalition of all of the

This security theorem assumes the security of the devices inDj, can collect all of the labels in the form
label assignment algorithm. The following lemma of|(j,v), wherevis a descendant g§. However, this
shows that our label assignment algorithm can protect coajition cannot derivé(i, j1) from these labels since
against coalition attacks. it is infeasible to find the inverse of the one-way func-
Lemma 1. The label assignment algorithm of the tions.

proposed method is coalition resistant. The case where§ is Di j,oj,. In this case, the cor-

Proof. We show that for each subs®t a coalition of responding key idt = fxgr(I(i,j1)), which can be
devices that do not belong to this subset cannot obtainderived by using labdl(i, j1). What needs to be de-
the corresponding key. Inthe3SDmethod, asubset termined is that none of the coalitions of devices in
S may beD; j, with the revoked subtree rooted jat N\D;, Dj, andDj, can obtain labéll(i, j1).

or Dj j,aj, With the two revoked subtrees rootedjat No coalition of devices ifN\D; can obtain the key
andjo. since none of the coalitions has any labels or trans-
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Table 1: Comparison between CS, SD, &8Dmethods.

Header Len.| Header Len. ] ]
Method (Max.) (U.B. of Ave.) Stor. Size Comp. Cost| Tracing Cost
CS method (binary)| O(rlog(n/r)) N/A logn/log?2 O(logn) tlogn/log?2
CS method (ternary) O(rlog(n/r)) N/A logn/log3 O(logn) tlogn/log3
SD method n/2,2r—1 2rlog2 (logn)?/2(log2)?> | O(logn) | tlogn/log(3/2)
3SD method n/3, -1 3rlog2 (logn)?/(log3)? | O(logn) tlogn/log2

formed labels in the form off(i,) and fi (1(i,*)).
Now, we only have to consider that no coalition of
devices inDj, andDj, can obtain the key. No device
in Dj, has labels or transformed labels in the form of
[(i,j1), I(i,u) and fip (1(i,u)) whereu is an ancestor
node of j;. Note that devices iDj, have the label
fio (1(i, j1)); however, it is infeasible to derivéi, j1)
from fipi (I(i, j1)). The coalition of all of the devices
in Dj, andDj, can collect all of the labels in the form
of I(i,v) wherev is a descendant gf.. However, this
coalition cannot deriv(i, j1) from these labels since
it is infeasible to find the inverse of the one-way func-
tions. O

identical to the CS method with the binary tree. We
summarize the above discussion in Table 1.

5.2 Extension to General SD Method

In the ternary tree, any one or two nodes are adjacent.
Note that we consider that the leftmost node is next to
the rightmost sibling. The proposed label assignment
algorithm based on a one-way chain technique works
in this situation. Two different labels generated by the
algorithm are used in th&SDmethod. A transformed
label is used to revoke only single subtree, i.e., the
devices in the other two sibling subtrees that are sub-
trees rooted at the sibling nodes still obtain this key
from the transformed label. A non-transformed label
is used to revoke two adjacent subtrees. The devices
in the remaining subtree only derive the key using this
label.

However, in a genera-array tree where > 4,
there exists a set of nodes that is non-adjacent. The
proposed one-way chain approach does not work for
this non-adjacent point. Thus, a coalition-resis&nt
array SD method is an open problem.

5 DISCUSSION

In this section, we discuss a comparison with the
SD method and an extension to a generalray SD
method.

5.1 Comparison with Existing Schemes

The upper bound of the header length in 88D
method,n/3, is lower than that in the SD method:

n/2 and CS methodO(rlog(n/r)). The simulation 6 CONCLUSIONS

results show that theSDmethod reduces the average ) » )

header length by up to 15.0 percent of the SD method, In this paper, we proposed a coalition-resistant ternary
even though the upper bound of header length in the Subset difference3SD) method and presented quan-
3SD method is slightly larger than that in the SD fitative analysis of efficiency and security of the
method. In the8SDmethod, the storage size on de- method. This method has the following advantages:
vices is approximated bglogn)2/(log3)2, which is 1) both the average header Igngth and storage size im-
about 20.4 percent smaller than that in the SD method, PoSed are lower than those in the SD method and CS
approximated b)(logn)z/Z(Iog 2)2_ The storage size method, 2) the tracing algorithm is more efficient than
is slightly larger than the CS method (logloga the SD method and it requires the same computational
wherea denote the degree of the tree). However, it costas the CS method.

still stays within the polylogarithmic order. TI8SD

method impose®(logn) computational overhead on

devices, which is identical to the.overhead of the CS REFERENCES
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APPENDIX

Example

We show toy examples where the number of devicesis
n=29. Deviced;, do, ..
nodes 5, 6, ..., 13. Then, the devices are given the

., dg are assigned to the leaf

tree structures for group key management with batch labels and transformed labels as shown in Figure 9.

updates.SIAM J. on Discrete Mathematic81:532—
547.

and dg are revoked.

We consider the case where devicdg da
The collection of subsets
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5 6 7 8 9 10 11 12 13
d, d, d, d, ds dy d, d d
(1,3 11,3 113 1@4) 1@ 134 112 112 112)
fin(1(1,4) fin(1(1,4)) i (1(1.4)) fiu((1.2) fiu((@1,2) fin((1,2)) fiu((1.3)) fiu((1.3)) fin(l(1.3))
(16 17 w5 (L9 1L,10) @8 (1,12 1(1,13)  I(1.11)
fin(1(1,7)) fi(1(1,5)) i (1(1,6)) fi(1(1,10)) iy (1(1,8)) fii(1(L,9)) Fii(1(L,13)) i (1(2,11)) iy (1(2,12))
126) 127 125 139 1310) (38 (412 1413) 1(4,11)
fin(12,7)) fi(1(2,5)) fi(1(2,6)) fi(1(3,10)) i (1(3,8)) fii(1(3,9)) fii(1(4,13)) i (1(4,11)) 1 (1(4,12))
I(all) I(all) I(all) I(all) I(all) I(all) I(all) I(all) I(all)

Figure 9: Assignment of labels BSDmethod.

(((2,7),(3,1088),(1,293),
EL2,7(K)a EL3,10&E8 (K), ELl,Zﬂ;‘s (K F(M))  (17)
to all of the devices. Devicely andd, can derive key

L7 as;
L7 = figt(fini (1(2,7))) (18)
since they havé(2,7) or fip(1(2,7)). ds can derive
L3 1018 aS;
L3,1%8 == fkgf(l (3, 10)) (19)
d7, dg anddg can derive key.1 »43 as;
L1203 = fkgr(1(1,2)). (20)
5 6 7 8 9 10 11 12 13
The coalition ofds, ds and dg cannot derivel, 7,
Figure 10: Disjoint subsets in first example. Ls10s8 OF L12e3 since neitherfiy (1(2,7)), 1(3,10),

nor1(1,2) can be derived from all of the labels and
transformed labels stored in these devices, which
are fip (| (1, 2)), I (1, 3), I (1,4), I (1, 5), fibl (| (1, 6)),
I(la 8)1 l (17 9)1 fibi (l (17 10))’ |(2, 5)1 fibi (I (25 6))1
1(3,8),1(3,9), fini (1(3,10)) andl(all).

Next, we consider the case wheate anddg are
revoked. The collection of subse®1 13511}, shown
in Figure 11, can be found using the cover-finding al-

5 6 7 8 9 10 1 12 13 gorithm. The content distribution center encrypts ses-
_ _ sion keyK with keysLj 13511. The content distribu-
Figure 11: Subset in second example. tion center sends the broadcast message

1,139 11),EL, ., ., (K)],Fc (M (21)
{D2’7,D3’1088,D1’2$3} shown in Figure 10 can be <[( ) Ll‘l&bll( >] ( >>

found using the cover-finding algorithm in Sect. 3.3.2. © all of the devices. Devica, dy, ..., ds can derive
The content distribution center encrypts sessionkey K€Y L113o11 usingl(1,4) or fioi (1(1,4)) as;

with keysLy 7, L3 1098 andLy 2¢3. The content distri- L113p11= fkgf(| (1,13)) = fkgf(frgt(f|b| (1(1,4)))).
bution center sends the broadcast message (22
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I(1,3) 1@3)  1@3) 114 (14
a4 14 114 132 1(12)
(L6) (L7 L5 1@9)  1(1,10)
A7) @5 116 1,100 1(18)
I26) 127 125 139  1(3.10)
I27)  125)  1@26) 1(3,10)  1(3,8)
I(all) I(all) I(all) I(all) I(all)

1(1,4)
1(1,2)
1(1,8)
1(1,9)
1(3,8)
1(3,9)
I(all)

1(1,2)
1(1,3)
1(1,12)
1(1,13)
1(4,12)
1(4,13)
I(all)

1(1,2)
1(1,3)
1(1,13)
(1,11)
1(4,13)
I(4,11)
Iall)

Figure 12: Straightforward extension of SD method.

dg can derivelg 13511 as;
L113p11= figt(1(1,13)). (23)

The coalition ofd; and dg cannot derivel 13511
since neitherfip (1(1,4)) norl(1,13) can be derived
from all of the labels and transformed labels stored in
these devices, which at€l, 2), fi (1(1,3)), 1(1,11),
1(1,12), fipi (1(1,13)), 1(4,11), 1(4,12), fipi (1(4,13))
andl (all).

Straightforward Extension of SD Method

The SD method cannot protect against coalition at-
tacks if it is straightforwardly extended to the ternary
tree. Figure 12 shows the label assignment. Note that
all the labels stored in devidk can be obtained from
either devicel; or dp. Devicesd; andd; can decrypt
session keys by pretending to be devikeeven if
they are revoked. This extended method is no longer
coalition-resistant. Thus, we designed the new label
assignment algorithm in Sect. 3.3.1.

I(1,2)
I(1,3)
1(1,11)
1(1,12)
1(4,11)
1(4,12)
I(all)
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