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In this paper, we examined six algorithms to construct an optimal code book (CB) for vector quantization

(VQ) experimentally. Four algorithms are GLA (generalized Lloyd algorithm), FCM (fuzzy ¢ meams), GA
(genetic algorithm), and AP (affinity propagation). The other two algorithms are hybrid methods: AP+GLA
and GA+FCM. Performance of the algorithms was evaluated by both PSNR (peak-signal-to-noise-ratio) and
NPIQM (normalized perceptual image quality measure) of decoded images. Computational experiments
showed that the performance of each algorithm could be categorized as higher performance and lower per-
formance. GLA, AP and AP+GLA belong to the higher performance group, while FCM, GA and GA+FCM
belong to the lower performance group. AP+GLA shows the best performance of algorithms in the higher
performance group. Thus, AP+GLA is an optimal algorithm for constructing a CB for VQ.

1 INTRODUCTION

Communication technologies to improve transmis-
sion band width are rapidly improving and these tech-
nologies have enabled high-speed data transmission.
However, the demand for transmission capacity con-
tinues to outstrip the transmission band width real-
ized by current technologies. Data compression tech-
nologies are therefore being developed for effective
use of communication channels. A huge amount of
data, including data for characters, voices, music, im-
ages and videos is being transferred via communica-
tion channels. In these multimedia data, since images
and videos need a wide communication band width,
effective image and video compression technologies
are developing. For still image compression, JPEG
(Joint Photographic Experts Group) is used as a de
facto standard. It is lossy baseline coding. In JPEG,
an image is segmented into 8 8 subimages. The
subimages are transformed by DCT (Discrete Fourier
Transform). The energy of an image is concentrated
into lower frequency components in DCT. This en-
ergy compaction provides a good effect to compress
images (Gonzalez(2008); Sayood(2000)).

We have been studying vector quantization
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(VQ) for image compression (Miyamoto(2005);
Sasazaki(2008)). In VQ, encoding and decoding
an image involves only looking up a code book
(CB). Therefore, once the CB is completed, com-
putational cost for image compression is negligi-
ble. This is a very attractive point for communica-
tion terminals whose computational ability is small.
PSNR (peak-signal-to-noise-ratio) sharply decreases
as compression rate increases in the case of image
compression with JPEG. However, in the case of
VQ, PSNR slowly decreases as compression rate in-
creases (Fujibayashi(2003)). Furthermore, Laha et
al. (Laha(2004)) showed that images compressed by
VQ provide better PSNR than do those compressed
by JPEG under the condition of the same bits rate.
These are advantageous points of VQ. In principle,
since performance of image compression with VQ is
determined by a CB, design of a CB is essential for
VQ.

A CB is indispensable to carry out VQ, and also
quality of a decoded image depends on the CB. In
this sense, a CB is essential for VQ. To design a CB,
we first prepare learning images. The learning images
are segmented into blocks. These blocks constitute
learning vectors. To generate CVs, which constitute
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a CB, the learning vectors are classified into clusters
using a clustering algorithm. The prototype of each
cluster is a CV. In this paper, we comparatively study
clustering algorithm to construct an optimal CB. Al-
gorithms studied in this paper are GLA (generalized
Lloyd algorithm), FCM (fuzzy ¢ means), AP (affin-
ity propagation), and GA (genetic algorithm). Two
hybrid algorithms, AP+GLA and GA+FCM are also
examined. Performance of the algorithms is evaluated
by PSNR and NPIQM (normalized perceptual image
quality measure).

The paper is organized as follows. Algorithms to
construct a CB are described in section 2. Computa-
tional experiments to determine an optimal algorithm
for constructing a CB are shown in section 3. Finally,
the paper is concluded in section 4.

2 ALGORITHMS TO
CONSTRUCT ACB

2.1 GLA and FCM

One the most widely used clustering algorithm is
GLA (generalized Lloyd algorithm) (Bezdek(1981)).
GLA is a so-called hard clustering algorithm, in
which a learning vector is assigned to only one clus-
ter. For clustering, we first determine the number
of clusters, k. To formulate the GLA, there are k
CVs, Y = fy;;y2;:;ykg and M learning vectors,

signed to the jth cluster when the following equation
is satisfied.

Uy = min Ao = s v 2 (i = 1590 M-
d(xisyj) yr}12|9d(x.,yj) Xj yj =120 M):
1

Membership function is degree of belonging to a clus-
ter. Since a learning vector belongs to only one cluster
in the GLA, membership function is defined as

1(ifd (xi; yj) =ymzig dxi;yj))
] .

uj(xi) =
i03) O(otherwise)

)
When clustering is completed, CVs are computed as

U)X
szlz,jli(B 1=1,2;:5K): 3
1Uj(xi)

Computation from (1) to (3) is repeated to minimize
distortion.

K M ,
J= uj(xi) xi yj - (4)
j=ti=1
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The computation ends when J becomes smaller than
the predetermined value e. While the GLA is hard
clustering, fuzzy clustering assigns the learning vec-
tor to multiple clusters. Formulations are carried
out in the same manner of GLA (Bezdek(1981);
Baraldi(1999a); Baraldi(1999b); Hoppner(1999)).

2.2 Real-coded GA

We designed a CB using a genetic algorithm (GA).
GA have been extensively studied to find the global
optimal solution in multi-dimensional space for com-
plex problems (1ba(1999)). It is expected that
an optimal CB for VQ can be designed using a
GA (Hall(1999)). A GA is a stochastic search method
and its idea is based onthe mechanism of natural se-
lection and genetics. The principal procedures of a
GA consists of selection, crossover, and mutation. In
a GA, genes are usually coded by binary values: zero
or one. This is a bit-string GA. It shows good per-
formance in searching for a solution in a global area.
However, the solution is necessarily precise. For this
reason, a hit-string GA is used in combination with
a local search method. Furthermore, phase structure
of a genotype space is much different from that of a
phenotype space in a bit-string GA. We select two in-
dividuals from parents that are close each other in a
phenotype space, and we carry out crossover to pro-
duce their children. The children are not necessarily
produced in the neighborhood of their parents. Even
though a GA finds a promising search area by selec-
tion, the crossover may drag the GA away from the
area. Thus, a GA does not work well at the middle
and last search stages (Kita(1998); Ono(1999)).

To overcome this disadvantage, we employed a
real-coded GA in which genes are coded by real val-
ues instead of binary values. In the real-coded GA,
variable space is continuous, while it is not continu-
ous for the binary-coded GA. This continuity of vari-
able space may produce good results (Kita(1998);
0Ono(1999)). We also employed the minimal gener-
ation gap (MGG) algorithm for selection and simu-
lated binary crossover (SBX) is used to generate a
new population (Sato(1997); Deb(1999)). The MGG
algorithm could avoid evolutionary stagnation in the
last stage of the search, which may be involved by
simple GA.

In SBX, we first randomly select two individuals,
P; and P,, from N individuals (parents) such as

cylyd
Py : X%X%
Py 1 X1X5

1,1 1
XiXier  Xn-

A crossover point is also set randomly. We suppose
that genes at the crossover point are xit and x2. Mean
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and variance of alleles of these genes are computed
as Uk and sk. Then random numbers with a normal
distribution are generated by px and sx. New genes
whose alleles are x} and x? at the crossover point are
produced by this normal distribution such as

Proxbd  xixl,, &

Pyixixd  Xéxt,, X
Then we carry out crossover to generate two children
as

Proxaxd  xext,, Xt

Prixixd  xixt,, x&
These procedures are repeated until we generate N
children. In the GA with SBX, the distance between
two individuals may be large in the early stage of a
search. Therefore, the GA can search for a solution
in a global area. On the other hand, since the distance
between individuals may be small in the last stage of
the search, the GA search can be carried out in a local
area. In this manner, the shift from a global area to
a local area enables an effective search to be carried
out.

2.3 Affinity Propagation

We designed a CB using affinity propagation
(AP) (Frey(2007)). Computation was carried out
based on the programs provided at the website
(http://www.psi.toronto.edu/affinitypropagation/).
AP is an effective clustering algorithm that can not
only avoid the initial value problem but also realize
fast clustering for a large amount of data. Frey
and Dueck proposed AP and demonstrated its good
performance for clustering tasks such as clustering
images of faces, putative exons to find genes, and
the problem of identifying a restricted number of
Canadian and American cities (accessibility from
large subsets of other cities). Most clustering al-
gorithms proposed so far compute cluster centers
from the data points forming respective clusters. It
is usually a mean of data points in a cluster. The AP
algorithm find data points as the cluster centers for
respective clusters. This is an essentially different
point from other clustering algorithms. There two
kinds of data points: exemplar and just data point.
An exemplar corresponds to the cluster center of a
previous clustering algorithm. Similarity s(i;k) is
defined to indicate how well the data point with index
k is appropriate to be the exemplar for data point i. It
is formulated for points x; and xj as

s(ik) = kxi xek?: (5)

where indexes i and k indicate a data point and a po-
tential exemplar.

There are two messages, responsibility r(i; k) and
availability a(i;k), that are exchanged between data
points in the process of clustering. The responsibility
is sent from data point i to candidate exemplar k. It
is accumulated evidence of how well data point k is
appropriate for data point i as an exemplar. The re-
sponsibility is sent to all potential exemplars to find
the optimal exemplar for point i. r(i;k) is computed
during the message exchange as follows:

r(i;k) =s(ik) - max a(i;k) +si;k) 5 (6)

where initial a(i; k") is set to zero. The other message
is the availability which is sent from exemplar k to
data point i. It is a message of appropriateness from
exemplars to data point i to choose k as the exemplar
fori. a(i; k") is computed as

D)
a(i;k) =min  0;r(k;k)+ max(0; r(i’; k)
i'2(i:k)
(7)
Self-availability is also computed as
a(k;k)= max 0;r(i%k) : (8)

&k

3 COMPUTATIONAL
EXPERIMENTS

We constructed four CBs using GLA, FCM, GA, and
AP. The image consists of four popular images used
in image processing: Mandrill, Milk drop, Parrots,
and Peppers. The training images are segmented into
4 4 blocks in size to make training vectors. The
number of CVs is 256. For both the GLA and FCM,
the number of iterations to update CVs is 100. In
the FCM, m is set to 1:2. In the GA, N is 30 and
T is 600. We selected five test images (Lenna, Earth,
Airplane, Sailboat, and Aerial) and encoded these im-
ages using CBs constructed by the GLA, FCM, GA,
and AP (Takeda(2010)). Performance of the individ-
ual clustering algorithms are examined by quality of
decoded test images. Image quality is evaluated by
both PSNR and NPIQM. PSNR is computed as

2
MSE (dB): ©)

NPIQM is introduced by Al-Otum (Al-Otum(2003)).
The measure is proposed to evaluate perceptual image
quality. There is a five-step image quality scale: 1-
unacceptable, 2- poor quality, 3- acceptable, 4- good,
and 5- pleasant and excellent quality. We also exam-
ined hybrid methods. In one method, initial CVs are

PSNR = 10log;
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generated using affinity propagation and then CVs are
computed by GLA. In the other method, initial CVs
are generated using GA and then CVs are computed
by FCM.

Performance evaluation by PSNR for each algo-
rithm is shown in Table 1. The performance of
each algorithm is categorized as higher or lower per-
formance. The higher performance group consists
of GLA, AP and AP+GLA, and lower performance
group consists of FCM, GA and GA+FCM. Table 2
shows performance evaluation by NPIQM for each
algorithm. The performance of each algorithm is also
categorized as higher or lower performance. In the
same manner as PSNR, GLA, AP and AP+GLA be-
long to the higher performance group, while FCM,
GA and GA+FCM belong to the lower performance
group. From the two performance evaluations, GLA,
AP, and AP+GLA are able to produce a CB with
higher quality. AP+GLA shows the best performance.
In AP+GLA, initial CVs are generated by AP and
clustering of learning vectors is carried out by GLA
using those .initial CVs. The higher performance. of
GLA, AP, and AP+GLA is supported by an average
distortion. It is computed as

M
Dae = mind(xi;yj); (10)
i=1yj2Y

where d(Xi;¥j) = Xi Yj 2 Xj is a vector to be en-
coded and yj is a CV. M is the number of vectors to
be encoded. Table 3 shows values of Dae. GLA,
AP and AP+GLA show smaller values of Daye than
those of FCM, GA and GA+FCM. AP+GLA shows
the smallest Dyye. Figure 1 shows examples of the de-
coded image “Lenna ”. Corresponding to the results
described above, images decoded by the CBs con-
structed with GLA, AP and AP+GLA show higher
quality than those cecoded by the CBs constructed
with FCM, GA and GA+FCM. In conclusion, CBs
constructed by GLA, AP, and AP+GLA are superior
to those constructed by FCM, GA and GA+FCM. The
hybrid method AP+GLA is the best method for con-
struting a CB for VQ.

In the computational experiments, AP is an effec-
tive method for designing a CB. AP+GLA shows the
best performance. AP is a clustering algorithm and
it finds a data point as a cluster center. The other
clustering algorithms determine the cluster center as
an average of data belonging to the cluster. The AP
algorithm recursively sends messages to obtain data
points that become cluster centers. As stated above,
AP determines data points as cluster centers. These
data points considered to be good initial cluster cen-
ter. In our experiments, GLA showed better perfor-
mance than that of FCM. Both GLA and FCM have
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an initial value problem, so that clustering depends on
initial values. However, since AP gives good initial
values for GLA and FCM, AP+GLA shows the best
performance. In the GA, we could not obtain good re-
sults. The reason is thought to be smaller the number
of individuals, 30, in the experiments. N = 30 was
determined by the basis of computational cost. The
GA requires huge computational cost to find good so-
lutions. This relatively small N may not find good
solutions. Further study is needed for confirming this
speculation.

4 CONCLUSIONS

We constructed four kinds of CB for VQ. GLA,
FCM, AP and GA algorithms were used to con-
struct the CBs. Two hybrid algorithms, AP+GLA and
GA+FCM, were also employed to construct CBs. The
six algorithms were comparatively studied to find the
best algorithm. PSNR and NP1QM were used to eval-
uate CBs constructed by those algorithms. Compu-
tational experiments show that AP+GLA is the best
algorithm for constructing a CB.

Table 1: PSNRs of decoded images.

test images

algorithms | Lenna Earth  Airplane Sailboat Aerial
GLA | 2745 2812 2591 26.53 24.84
FCM |26.36 27.82 24.83 2489 2450
GA 26.24 2747 2474 2495 24.47
AP 27.39 2847  26.16 26.47 25.00

AP+GLA [ 2752 28.47 26.31 26.71 25.05

GA+FCM | 26.32 27.79  24.82 2489 2451

Table 2: NPIQMs of decoded images.

test images

algorithms | Lenna Earth  Airplane Sailboat Aerial
GLA 429 431 4.06 420 415
FCM 411 418 3.97 397 4.02

GA | 412 421 401 398 4.06

AP [ 428 431 419 419 415

AP+GLA | 430 435 415 422 416

GA+FCM | 410 418 3.93 394 402
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Table 3: Average distortion.

algorithms GLA FCM

GA AP

AP+GLA GA +FCM

average distortiuon

33.25 3731 38.24 33.28 32.64 37.10

Figure 1: Decoded images of Lenna. The top left image is decoded by GLA. The top middle image is decoded by FCM. The
top right image is decoded by GA. The bottom left image is decoded by AP. The top middle image is decoded by AP+GLA.

The bottom right image is decoded by GA+FCM.
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