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Abstract: Histograms of Oriented Gradients have been recently used as discriminating features for face recognition. In
this work we improve on that work in a number of aspects. As a first contribution, it identifies the necessity
of performing feature selection or transformation, especially if HOG features are extracted from overlapping
cells. Second, the use of four different face databases allowed us to conclude that, if HOG features are extracted
from facial landmarks, the error of landmark localization plays a crucial role in the absolute recognition rates
achievable. This implies that the recognition rates can be lower for easier databases if landmark localization
is not well adapted to them. This prompted us to extract the features from a regular grid covering the whole
image. Overall, these considerations allow to obtain a significant recognition rate increase (up to 10% in some
subsets) on the standard FERET database with respect to previous work.

1 INTRODUCTION

Face recognition is becoming one of the most actively
researched problems in Computer Vision. The avail-
able literature is increasing at a significant rate, and
even the number of conferences and special issues en-
tirely devoted to face recognition is growing. Access
to inexpensive cameras and computational resources
has allowed researchers to explore the problem from
many different perspectives, see the surveys (Zhao
et al., 2003; Chellappa et al., 1995; Samal and Iyen-
gar, 1992; Chellappa and Zhao, 2005).

One central aspect in the face recognition problem
is the kind of features to use. From the early distinc-
tion between geometric and photometric (view based)
features, the latter seem to have prevailed in the liter-
ature. In any case the proposed features seem endless:
Eigenfaces, Gabor wavelets, LBP, error-correcting
output coding, PCA, ICA, infrared, 3D, etc. The fact
is that researchers continue to propose new features
that prove more and more powerful. One of the re-
cent contenders is Histograms of Oriented Gradients

(HOG) (Dalal and Triggs, 2005). Originally used for
object detection, it has been recently applied to face
recognition with promising results. In this paper, the
use of HOGs for face recognition is further studied.
We improve on previous work by adopting a different
approach in the extraction of the features and by iden-
tifying the necessity of some kind of posterior feature
transformation. Our analysis allows to gain some in-
sights about the feature extraction method, whereby
significant improvements can be obtained in standard
face databases.

This paper is organized as follows. Section 2 de-
scribes HOG in detail, as well as our approach. In
Section 3 we describe the experiments carried out. Fi-
nally in Section 4 the main conclusions of the work
are outlined.
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2 HISTOGRAMS OF ORIENTED
GRADIENTS FOR FACE
RECOGNITION

The algorithm for extracting HOGs (see (Dalal and
Triggs, 2005)) begins by counting occurrences of gra-
dient orientation in localized portions of an image.
Basically, the image is divided into small connected
regions, called cells, and for each cell compiling a
histogram of gradient directions or edge orientations
for the pixels within the cell. The histogram counts
are normalized so as to compensate for illumination.
The combination of these histograms then represents
the descriptor. Invariance to scale and rotation is also
achieved by extracting descriptors only from salient
points (keypoints) in the scale space of the image. The
steps involved are:

1. Scale-space extrema detection

2. Orientation assignment

3. Descriptor extraction

The first step is intended to achieve scale invari-
ance. The second step finds the dominant gradient
orientation. All the orientation counts are then made
relative to this dominant direction. Figure 1 shows an
example patch with their corresponding HOGs.

Figure 1: Example HOG descriptors, patch size=8x8. Each
cell of the patch shows the gradient orientations present.

Since its introduction, HOG features have
been used almost exclusively for person detection
(Bertozzi et al., 2007; Wang and Lien, 2007; Chuang
et al., 2008; Watanabe et al., 2009; Baranda et al.,
2008; He et al., 2008; Kobayashi et al., 2008; Suard
et al., 2006; Zhu et al., 2006; Perdersoli et al., 2007a;
Perdersoli et al., 2007b). To the best of our knowl-
edge, the only work that studies the application of
HOGs to face recognition is the recent (Albiol et al.,
2008) (and the shorter version (Monzo et al., 2008)).
In that work, the faces used were previously normal-
ized so the steps of scale-space extrema detection and
orientation assignment were not necessary. A set of

25 facial landmarks were localized using the Elas-
tic Bunch Graph Matching framework (see (Wiskott
et al., 1997)) with HOG features. The HOG features
extracted from the vicinity of each of the 25 facial
landmarks localized were used for classification, us-
ing nearest neighbor and Euclidean distance. It is im-
portant to note that for each new face, the matching
stage of landmark localization had the advantage of
starting from the known positions of the eyes.

The problem of the approach taken in (Albiol
et al., 2008) is that the final error may crucially de-
pend on the reliability of the landmark localization
stage. Our hypothesis is that such approach may not
work well when landmarks are not precisely local-
ized either because occlusions, strong illumination
gradients or other reasons. For many facial zones
there would be no point in trying to localize land-
marks when the face image has been already normal-
ized. Besides, in (Albiol et al., 2008) the authors do
not mention that the patch sizes and number of facial
landmarks used imply a high degree of overlap be-
tween patches, and do not take this fact into account,
as no feature selection or extraction is carried out af-
ter extracting the HOG features. It is important to
note that HOG features are sparse for structured ob-
jects. The human face displays some structure that is
common to all individuals. This means that some gra-
dient orientations would be very frequent in some spe-
cific zones of the face. Other orientations, on the con-
trary, would never or almost never appear in a given
region. For these reasons it seems reasonable to think
that some sort of feature selection or transformation
must be applied to the HOG features.

In this work we propose to extract HOG features
from a regular grid covering the whole normalized
image of the face, followed by feature extraction. The
grid is formed by placing equal side patches around a
first cell centered in the image, until the whole image
is covered. The next Section shows the experimental
results of the proposed modifications.

3 EXPERIMENTS

In order to provide robust results we studied HOGs
with four different face databases: FERET (Phillips
et al., 2000), AR (Martinez and R.Benavente, 1998),
CMU Multi-PIE (Sim et al., 2001) and Yale (Yale face
database, 2009). These data sets together cover a wide
range of variations and scenarios, see Table 1. All the
images were previously normalized to 58x50 pixels.

In the first experiment we tried to test how well
the approach of (Albiol et al., 2008) worked. 49
landmark positions were automatically extracted from
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Table 1: Facial databases used in the experiments

Name Classes Total Samples per Variations present
samples class (min/avg/max)

FERET 1195 3540 2/2.9/32 Facial expression,
aging of subjects, illumination

MPIE-2 337 2509 2/7.4/11 Expression, session
AR 132 3236 13/24.5/26 Expression, illumination,

occlusions (sunglasses and scarves)
Yale 15 165 11 Expression, illumination, glasses

each face image. The landmark localization method
is based on Active Appearance Models (AAM) and is
described in detail in (Nguyen and De la Torre, 2008).
There was a single set of initialization points for each
database, obtained by manually adjusting a standard
template both in scale and translation. Figure 2 shows
the initialization points (in red) and the localized land-
marks for a sample Yale image.

Figure 2: Initialization points (in red) and localized land-
marks for a sample Yale image.

Figure 3 shows examples of the HOG features ex-
tracted.

Figure 3: Left: extracted HOG descriptors, patch
size=24x24. Right: extracted HOG descriptors, patch
size=64x64.

Figure 4 shows the recognition rates using HOG
features, along with baseline performances obtained
with PCA, LDA and nearest neighbor classifier (Eu-

clidean distance). When we consider absolute per-
formances we see that the recognition rates are too
low when compared to PCA and LDA (except for
FERET). Our explanation for this is the following:
face landmark localization plays a role in absolute
performance. For the FERET database landmark lo-
calization turns out to be relatively good, but not
for other databases. We checked this by consider-
ing the landmark localization dispersion. In terms of
landmark localization FERET appears to be the best
database, the AR1 being the worst (the total variances
of landmark localizations were 5323 for FERET, 7680
for MPIE, 10283 for Yale and 22053 for AR). This
fits with the recognition rates using HOG as com-
pared with PCA-LDA: the largest difference between
PCA-LDA rates and HOG rates is that of the AR
database, while the best relative performance between
the two is that of FERET. Hence we conclude that
when HOG features are extracted from landmarks,
landmark localization plays a role in absolute perfor-
mances achievable.

The authors of (Albiol et al., 2008) only used the
FERET and Yale databases in their experiments. For
the Yale database the HOG features allowed them to
get a recognition rate as high as with LDA (around
97%). They could not infer the fact that it was not
only the HOG features but especially their landmark
localization technique what made that good result
possible. Our absolute recognition results are com-
paratively poorer for the Yale database. That can be
due to a worse landmark localization, to a worse nor-
malization of the images in the MPIE, AR and Yale
databases, or to the fact that we are not using the cor-
rect eye positions as initialization for the landmark
search as done in (Albiol et al., 2008).

The second experiment considered the proposed
regular grid HOG followed by feature extraction.
In this case, no landmark localization is performed.
HOGs are extracted from a regular grid of non-
overlapped patches covering the whole normalized
image. HOG features are then processed by PCA

1the AR database is the only one that includes major
occlusions, like sunglasses and scarves.
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Figure 4: Recognition rates using HOG features extracted from facial landmarks.

or LDA. Nearest neighbor (Euclidean and cosine dis-
tances) is used for classifying (no other classifier was
used since we wanted to compare results with (Albiol
et al., 2008)). Figure 5 shows the results.

Table 2 shows the results within the context of
the FERET standard test and compared with the algo-
rithms provided by the CSU Face Identification Eval-
uation System (Beveridge et al., 2005). In this test,
database images are organized into a gallery set (fa)
and four probe sets (fb, fc,dup1,dup2). Using the
FERET terminology, the gallery is the set of known
facial images and the probe is the set of faces to be
identified. The images in sets fa and fb were taken in
the same session with the same camera and illumina-
tion conditions but with different facial expressions.
The fc images were also taken in the same session but
using a different camera and different lighting. Fi-
nally sets dup1, dup2 are by far the most challenging
sets. These images were taken on a later date, some-
times years apart, and the photographers sometimes
asked the subjects to put on their glasses and/or pull
their hair back. As can be seen on the table, recogni-
tion rates are significantly higher than in the previous
reference work.

Table 2: Best recognition rates in the FERET standard tests.
HOG-EBGM refers to the previous HOG-based approach of
(Albiol et al., 2008). The results of the last 6 rows were ob-
tained using LDA for feature extraction (full feature space)
and cosine distance.

fb fc dup1 dup2
PCA Euclidean 74.3% 5.6% 33.8% 14.1%

PCA Mahal. cosine 85.3% 65.5% 44.3% 21.8%
LDA 72.1% 41.8% 41.3% 15.4%

Bayesian 81.7% 35.0% 50.8% 29.9%
Bayesian map 81.7% 34.5% 51.5% 31.2%

Gabor ML 87.3% 38.7% 42.8% 22.7%
HOG-EBGM 95.5% 81.9% 60.1% 55.6%

8x8 patch 91.4% 83.0% 70.2% 62.0%
12x12 patch 93.0% 82.0% 70.8% 63.3%
16x16 patch 88.4% 68.0% 68.7% 60.7%
20x20 patch 93.7% 75.3% 70.2% 60.3%
24x24 patch 94.2% 70.1% 66.8% 56.8%
28x28 patch 91.6% 42.8% 60.0% 56.0%

4 CONCLUSIONS

This work shows the results of a study of HOG fea-
tures in face recognition, improving on recent pub-
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Figure 5: Results using the proposed approach. Averages of 10 runs, 50%-50% partition of the samples between train and
test.

lished work in a number of aspects. As a first contri-
bution, it identifies the necessity of performing fea-
ture selection, especially if HOG features are ex-
tracted from overlapping cells. Second, the use of
four different face databases allowed us to conclude
that, if HOG features are extracted from facial land-
marks, the error in landmark localization plays a cru-
cial role in the absolute recognition rates attainable.
This implies that the recognition rates can be lower
for easier databases if landmark localization is not
well adapted to them. This prompted us to extract
the features from a regular grid covering the whole
image. Overall, these considerations allow to obtain
a significant increase (up to 10% in some subsets) in
recognition ratios on the standard FERET database.
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