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Abstract. This work is devoted to the description of an experimental data ac-
quisition automated method which is required to fill the model of Parkinson’s
disease preclinical stage. Digital images of the immunostained brain sections of
experimental animals are used as a data source. Proposed method: 1) is based on
following mathematical morphology operations: opening, grayscale reconstruc-
tion, closing, bot-hat transformation, morphological gradient, watershed trans-
formation; 2) enables: to smooth heterogeneous complex background; to select
small objects on images depended on given sizes and gray values; to eliminate
out-of-focus objects; to separate close objects; to calculate features of selected
objects; 3) is intended for automatic extraction of dopaminergic neurons termi-
nals on striatum frontal section images. Experimental investigations confirmed
possibility and suitability of section images automated processing and analysis
by means of the method. The results of the method use are segmented object
contours binary image and object feature list.

1 Introduction

Now and in foreseeable future an image is one of the main tools to represent infor-
mation in scientific researches, particularly in medicine and biology. Development and
application of modern mathematical apparatus for automation of image mining is one of
the breakthrough challenges for theoretical computer science. Paper authors developed
theoretical basis [1] and elements of information technology [2] for automated mor-
phological image analysis of lymphoid cell nuclei of diseased hemoblastoses, which
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were fundamentals for creation of system for automatedndisiics of blood oncolog-
ical diseases. This paper is devoted to development of mmettieal tools and elements
of information technology for analysis of another class @&dical images. A current
task is automation of experimental data extraction fomfijla model of Parkinson’s
disease (PD) preclinical stage [3].

The disease is characterized by a progressive degeneddtimpaminergic (DA-
ergic) neurons [4] in the substantia nigra pars compactalgding to a dopamine (DA)
depletion in the striatum. As a result, parkinsonian pasiéoose the ability to control
their movements. Experimental models’ creation is one efdtucial approach to this
neurodegenerative disease pathogenesis research.

The development of PD preclinical stage model is a complezesing analysis
which is being done cooperatively by physiologists, biontsts and morphologists.
The morphological research requires processing and asalf/targe quantity of ex-
perimental animal serial brain section images. And stuglyiheach of the sections
requires quantitative and qualitative feature measurésreard analysis of several thou-
sand neurons and axons.

Automatic extraction of dopaminergic neuron terminals wiasim frontal section
images allows one to speed up significantly the research aitRiRe cost of automati-
zation of experimental data model filling and automatizabbmodel investigation by
means of computer experiments.

The initial data is digital images of the immunostained is&xst of various brain
areas. DA-ergic neurons were labeled on serial sectiorsdlantess is 20 microns) of
the substantia nigra (Fig. 1), and their axons (terminaisyections of the striatum (a
thickness is 12 microns) (Fig. 2) by immunohystochemegintyrosinehydroxylase
(TH). Experimental data have been received from digitageseof distal parts of axons
(terminals).

R o

Fig. 1. Neurons. Fig. 2. Terminals.

The major characteristic of PD model is the number of DA-®rgyions, which in-
nervate the striatum. A number of DA-ergic striatum fibers gariate when various

schemes of specific dopaminergic neurotoxin — 1-methykdphl,2,3,6-tetrahydropyridine

(MPTP) administration (a dose, quantity of injectionseimtls between injections) are
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used. The extent of degeneration is defined as a differertagbe the number of ter-
minals of DA-ergic axons in control (the group of animalsttivare not injected by the
toxin) and in experimental (the group of animals that wejedted by the toxin) groups.
DA-ergic neurons and axons remained after MPTP adminigirare supposed to have
to increase its functional activity to compensate DA deficie One of the indicators of
increased functional activity of neurons and their fibethésr size increases (hypertro-
phy). TH — DA synthesis key enzyme — concentration increasebe another specific
indicator of functional activity of DA-ergic axons and neus.

Application of the developed method allows one to quarititdt estimate features
mentioned above. The description of the method is givenvb@&oSec. 2. Section 3
reviews the results of the method application.

2 Method Description

The proposed method is designed for the isolation of theldnfarmative elongated
objects on the frontal striatum section images and for eté¢rhobjects’ feature calcu-
lation. Images and objects represented on that images Wwaracaterized as follows: a)
initial image resolution i§.0117 um? /pixel ; b) terminals (Fig. 2) are rounded objects
with area varying from0.6 — 0.7 um? up to 2.5 — 3 um?; ¢) terminals color differs
from background color; d) terminals can have oval, round|gte or irregular shape.
The results of the method application are segmented objetbars binary image and
their feature list. The automated segmentation methoddecy stages defined below.

The method stage description is outlined according to thefing scheme: 1) brief
description of the applied transformation or algorithm d@sdmathematical content;
2) the significance of the particular transformation whiekt solving; 3) explanatory
material permitting results evaluation. Some method stage supplied by plots of in-
tensity function for a particular column, which is markedtbe corresponding image
with thin white dashed line. Intensity function correspimako particular stage result-
ing image is plotted with solid line, this of previous stagsulting image (if any) is
depicted by dashed line and dash-dot line is used to denad@siie partial result while
applying the transformation. In the equations presentémhbihe grayscale reconstruc-
tion [5] of I from marker.J is denoted by, (J) (similar the dual reconstruction [5] is
denoted by (.J)).

2.1 Step 1. Opening by Reconstruction

Grayscale opening by reconstruction [5, 6], denoteddyf3 , consists of the following:
an initial imagel is eroded [6] by a flat structuring eleméeBit then the obtained image
I © Bis used as marker to reconstruct the initial image.

Io,B=p/(ISB) . (1)

The first method step is intended for elimination of initieddge narrow peaks,
corresponding to the background. The results of carryingheupresent transformation
are depicted on Fig. 3 and Fig. 4. The erosion was done by thdifll structuring
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Fig. 5. Bot-Hat by Dual Reconstruction.  Fig. 6. Bot-Hat by Dual Reconstruction. Plot of
intensity function.X’ = 149.

element with the radius that is greater than the narrowestinal width and that is
smaller than the most prolate terminal length.

This step is essential for the reduction of the backgrougibres. There are lots of
intensity local minima in these regions, that are used akensiof the objects in the
next.

2.2 Step 2. Bot-Hat Transformation by Dual Reconstruction

Grayscale bot-hat transformation by dual reconstructioid] is the subtraction of the
input image from closed by dual reconstruction image (see &8).

BotHat}(I) = pj(I ® B) — 1 . )

The main goal of this step is the correction of complex hefeneous background
of the initial image. Figures 5 and 6 reveals the results ofad by dual reconstruction
using.

While applying this transformation the inner structure efnminals remains un-
changed. It is achieved by using of the dual reconstructimhlay the fact, that the
used structuring element is grater than almost all terrainal
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2.3 Step 3. Closing by Dual Reconstruction

Grayscale closing by dual reconstruction [5, 6], denoted By, B, consists of the
following: an initial imagel is dilated [6] by a flat structuring element, after that the
obtained imagd & B is used as marker to reconstruct the initial image.

Ie,B=pjI®B). (3)

This step of the method is aimed to nonuniform regions sniogtim the interior
of the terminals. The results of carrying out of the presentdformation are shown on
Fig. 7 and Fig. 8. The structuring element was chosen to belsiely contained in all
possible terminals.
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Fig. 7. Closing by Dual Reconstruction.  Fig. 8. Closing by Dual Reconstruction. Plot of
intensity function.X’ = 149.

This step is essential for providing robust marking of terafs procedure. Whereas,
terminal initially have many intensity local minima, the rker extraction procedure
will not give appropriate results without the use of currepération.

2.4 Step 4H-dome Elimination Transformation

Reconstruction proved to be a very efficient technique teaekregional maxima and
minima from grayscale images. Moreover, the method extemtise determination of
such “maximal structures”, which are calledlomes andh-basins [5]. As it was shown
in [5] the binary image (mask){ (I) of the regional maxima of is given by:

MI)=I—-p/(I-1). (4)

Then, theh-domeD,, (I) image of theh-domes of a grayscale imadewas defined as
follows:
Dy(I)=1—ps(I—h) . (5)
And consequently-dome elimination is the subtraction of ardome image from the
initial image.
Terminals are located at different depth on 12 microns tiésk section of the stria-
tum. While taking photos of a section the only section plaria the microscope focus,
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some terminals can have intensity values greater than te¥stin addition, sections
can be non-uniformly stained, that also involves diffeenin terminal intensity val-
ues. But at first, it is necessary to detect in- and out-oftfambjects. The image with
eliminatedh-domes is presented on Fig. 9 and Fig. 10.
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Fig. 9. H-dome elimination. Fig. 10. H-dome elimination. Plot of intensity
function. X = 149.

A technique forh-parameter estimation was offered for automation of thenseg
tation procedure. It proceeds on the idea of the selectekanimtensity values cluster-
ing into two groups. As a result of previous transformatjanaxima of all remained
objects became equalized, and the focus closeness can bameetay minimal inten-
sity values of the objects which are revealed as regionahnanThe initial values for
clusters’ centers is assigned with minimum and maximunmagitg values of the pre-
vious step resulting image. To sum Updome elimination corresponds to out-of-focus
objects removalH -parameter estimation technique agrees with hand-sdlecfecus
objects.

2.5 Step 5. Object and Background Markers Extraction

All the previous steps were intended to avoid oversegmientathen applying wa-

tershed transformation to morphological gradient image (Sec. 2.7). Another very
effective way to reduce oversegmentation is based on tlzeaflmarkers [7, 8]. Object
markers are extracted as regional minima of the previoggstsulting image. Back-
ground markers are estimated from the distance transfdrof ffject markers’ binary

image. Applying the watershed segmentation algorithm ¢éontfodified gradient (see
the next step), only marked objects are selected.

2.6 Step 6. Morphological Gradient Image Modification

After marker extraction, grayscale reconstruction is usetiodify the gradient image
G into an image~’ [5] so that:

— its only minima are located on the extracted markers,



— its watershed lines separating markers are preserved.

Figures 11 and 12 represent the morphological gradienténaagl modified gradient
image respectively.

Fig. 11. Morphological Gradient. Fig. 12. Modification of Gradient Image.

Morphological gradient image, denoted @y is obtained as the difference between
the dilation and the erosion of the Step 3 (Sec. 2.3) reguitirage by the same struc-
turing element.

G(p,q) = (I ® B)(p,q) — (I © B)(p,q) - (6)

Then the binary marker imag¥, revealed at the previous step, is used to modify
G in the following way:

G'= p:rlin(G+1,(m+1)M)((m +1)M) , (7)

wherem is the maximal value of the pixels 61.

2.7 Step 7. Watershed Segmentation

On this step the modified gradient is processed with watdrsbgmentation algorithm
[8,9], and, as a result, object contours are retrieved.rEgd3 and 14 reveals the
modified gradient and watersheds lines intensity functiotsp

3 Experimental Check of Proposed Method

The initial image with white color marked object boundarieyvealed during the pro-
posed method application, is presented at Fig. 15. Figudep&ts manually extracted
objects for the same image.

With the aid of the developed method ten striatum frontatisedmages (five be-
long to experimental group and five —to control group) werEyred. Main subtasks of
this analysis were the following: automated and manuabextd objects comparison;
terminal features calculation; experimental and controugs differences detection.
Following data was found for each image and for each groupnaefges: 1. selected



37

= =~ Morphological gradient] ] : : [ = = - Transformed gradient
Transformed gradient B 250 Watersheds

B »
.
|
1 ‘l ,?
.
PRt 1 I 8RR

S
0 50 100 150 200 250 300 350 400 450 500 0 50 100 150 200 250 300 350 400 450 500
Y Y

Gray value

Fig. 13. Modified gradient. Plot of intensity Fig. 14. Watersheds of modified gradient. Plot
function. X = 149. of intensity function.X = 149.

Fig. 15. Automatic extraction. Fig. 16. Manual extraction.

objects’ numeric features (perimeter; area; minimum, magahmaximum of intensity
values; shape factor); 2. averaged numeric features; dtses hypothesis tests to com-
pare the distributions of feature values in manual and aatedcalculations; 4. corre-
lation analysis 5. explanatory material permitting maraunl automated selected object
areas and mean gray values comparison: (a) plots for cosgueaind evaluation of area
distribution fractiles; (b) plots for comparison and ealan of mean value distribution
fractiles; (c) plots of joint area and mean gray value disttibn.

Table 1 contains means and standard deviations of termieal @d mean gray
value distributions, when different ways of object selaetiechniques are used. In this
table coincident objects are those, that were the same wkiitacting them manually
and automatically

Such a considerable difference in the mean area becomesdfalesatake into ac-
count the fact that the human vision is not so perfect in dietg@recise boundaries
of the objects and the fact that morphologists extract radlgects presented on an
image, but only those they believe to be in-focus terminfalsthermore the manual
terminal extraction was done with computer mouse and itisleays possible to con-
trol hand and mouse movements totally. But, in spite of ailitem above the hypothesis
tests allow us to conclude that there is no reliable diffeeehetween area distribu-
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Table 1.Area and mean gray value distribution average charadgtsrist“experiment” and “con-
trol”.

Average Estimation Area Mean gray value
characteristic method experiment control experimentrabnt

Mean manual estimation 1.372 1.303 96.227 82.927
coincident objects 1555 1.700 95.789 83.596

automated estimation  1.749 1.731 100.677 88.614

Standard manual estimation 0.692 0.520 9.928 10.766
deviation coincident objects 0.562 0.695 10.982 11.569
automated estimation 0.694 0.705 12.245 14.705

tions in manual and automated estimation. The results atse watisfactory for PD
experts. Concerning a little difference in manually estedaarea it can be guessed that
the method extracts more essential objects. Hypothedgsdasarea distributions give
the following results: there is no reliable difference bedén control and experimental
groups in manual estimation and there is such a differenaatmmated estimation.

The number of objects extracted manually and automaticedlyhe initial image
fragment and automatically on the whole image are given Im Zawhere in image
names “c” stands for control and “e” — for experiment.

Table 2. Terminals number.

Image 1-c 2-e 3—Cc 4-e 5 6-e 7-c 8-e 9-c 10-e

Automatic segmentation (whole) 1664 900 1623 891 1423 982 B99 1980 1002
Manual extraction (fragment) 40 11 29 20 36 14 35 11 33 12
Automatic segmentation (fragment) 36 16 34 20 35 15 43 12 34 13

4 Conclusions

Experimental investigations confirmed the possibility #me suitability of immunos-
tained striatum frontal section images automated proegssid analysis by means of
developed method and with the aim to define characteristibgh are essential for
preclinical stage PD model construction. The designed audfibr automatic extraction
and feature calculation of dopaminergic neurons terminalsection images is also
established to allow obtaining the results with precisiomparable those of manual
object feature estimation. The same methods can be dedkefopaimilar problems
solving.

Experiments revealed following: 1) considerable decréagerminal numbers of
DA-ergic axons in experimental group in comparison to teahinumbers in control
group; 2) change in DA-ergic neuron functional activityeafteurotoxin administration.
The obtained results are the important stage of a condifidomaminergic nigrostriatal
system estimation researches at developing PD. Here@fidrallow of compensatory
mechanisms research.
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In the future selected object clustering in an extendedifeagpace is planned. It is

aimed to statement and solving a problem of automaticathaeted objects assignment
to selected clusters.
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