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Abstract. A common approach for non-rigid medical image registration is the
hierarchical image subdivision-based strategy. In this approach, images are pro-
gressively subdivided, locally registered, and elastically interpolated. Although
this approach seems to be among the fastest approaches for non-rigid registra-
tion, computation time is still a real challenge. This work deals with this prob-
lem and proposes a new hierarchical strategy. To reduce computational com-
plexity, we propose to combine in the same framework the hierarchical image
subdivision-based strategy with a Gaussian pyramid. The hierarchical subdivi-
sion method ensures that the registration process deals with small and large de-
formations, whereas the use of Gaussian pyramid decreases the computation time
enormously. The proposed framework is preliminary validated in the context of
monomodal registration by matching breast mammograms and MRI brain images
with simulated deformations. Registration quality is evaluated by using image
differences, mean square error, peak signal to noise ratio and correlation coef-
ficient. Complexity study and experimental results show that the proposed ap-
proach reduces considerably the computation cost meanwhile maintaining com-
parable accuracy.

1 Introduction

Over the last years, advances in wide range of medical imaging modalities have led to
an increased need for sophisticated registration technigues, allowing clinicians to ad-
vantageously gain the maximum amount of complementary information from various
images. Indeed, image registration has widely opened up new medical imaging applica-
tions [5], such as serial MRI, perfusion imaging and image guided surgery and therapy
(IGT). Thus, proper integration of complementary information from two or more im-
ages acquired from different scanners, at different viewpoints, from different subjects
or at different time intervals is often desired. This process, called image registration or
alignment, can be done manually. However, manual registration is boring and very time
consuming. It is therefore desirable to establish fully automated registration. Its pur-
pose is to find a geometrical transformation that relates the points of an imagdeeir
corresponding points of another imafjeDuring the past decades, many medical image
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registration algorithms have been developed, and sevanad\spapers have been pub-
lished [15, 10, 8]. These methods may be classified accotditfte used information,
the similarity measure, the transformation model and theropation process.

With respect to the first criterion, the proposed methodschrssified as feature-
based or area-based methods. The first group is based orithetiex of salient struc-
tures in the image, whereas the latter operates directlg@miage intensities, without
prior data reduction by the user or by a segmentation pro&asse the final registration
result of feature-based methods depends enormously oregimeehitation step, its use
is recommended only if the images contain enough distie@id easily detectable ob-
jects [10]. Thus, as medical images do not contain enoudilsledrea-based methods
are rather employed. Nevertheless, the main drawback sétimethods is the compu-
tation time.

The similarity criterion quantifies the similarity betwetre images to be aligned.
Measures based on information theory, such mutual infaomé#1), are more suitable
for multiomodal registration and therefore they are oftsediin this case. Nevertheless,
several problems have to be faced when using Ml, partiguiitlis applied to small-
sized images, mainly computation coast and interpolatitafact [1]. Therefore, faster
but reliable criteria are rather employed in the case of muodal registation. In par-
ticular, the correlation coefficient (CC) is optimal whes@asing a linear dependency
between images intensities, which is a reasonable hygetimesase of mono-modal
registration [13].

The transformation model defines how one image can be detbtmmatch an-
other image. The simplest examples are the rigid and thesaffaimsformations. How-
ever, when the objects under investigation are highly ngitly deformed, a non-rigid
transformation, capable to deal with more localized spatianges, is always needed
[4]. The most accurate non-rigid registration methods ased on physical models.
However, those methods are computationally very expensiverefore, various sim-
plifications have been proposed to approximate the unaeylghysical deformation
[5]. One possible way to approach the related problems isddeithe elastic trans-
formation as an interpolation of multiple local rigid-bodsgistrations. This approach
involves subdivision of one or both the participating imadgellowed by independent
registration of corresponding subimages. A smoothly dlaba-linear transformation
is then generated from the local registration solutionegigiterpolation schemes [9].
Nevertheless, non-rigid transformations are always defiryea large number of param-
eters. Thus, searching for a such global registration toamation by using a similarity
measure may result on an abundance of local minima and agaisiog computational
time. To overcome these problems, hierarchical matchnagegiies are always advised.
Initial matches are often performed rapidly due to a reduncith input data quantity or
the calculation of a simplified transformation. Accordinghe reduction or the simpli-
fication done in the coarsest levels, hierarchical redisttapproaches can be classified
as hierarchies of data or warp complexity [8]. Hierarchiedata complexity require
parallel generation of a set of modified copies of the inpiages which contain de-
creasing levels of details. This will ideally create a hiehy of images from the most
global to the most intricate. Such hierarchies of decrepdata complexity are pro-
vided by scale spaces, where the image size is constantlevals, or by pyramids,



where image size is reduced in each successive level. latiee tase, the reduction in
the amount of data to be processed in the coarse level imaggspeed up the com-
putation of optimal parameters. This represents an additimdvantage for pixel-based
matching schemes. On the other hand, registration warpbe&anmmarized either by
coefficients of basis functions or by displacements of laaidk® At each level of the
hierarchy, increasing the number of coefficients in the farand the number of land-
marks in the latter, increases the complexity with whichwiaep can be described.

To be integrated in a computer-aided detection and diagrsgsiem, the non-rigid
registration method must be fast and automated. Consdgugigbnvenient choice of
the different components of the registration method maystfeléoows:

1. Used information: to be automated, the method must betzased,;

2. Similarity criterion: cross correlation can be used sime handle monomodal reg-
istration in our experiments;

3. Transformation model: as medical organs are elasticesodi robust elastic de-
formation model must be used. To decrease the computatiinaw appropriate
choice may be the one based on image-subdivision;

4. Optimization process: to accelerate the registratigonréghm, hierarchical match-
ing strategies are very useful.

In this work, we propose a simple, but efficient, modificatddthe hierarchical im-
age subdivision-based strategy for non-rigid registraf8j, which decreases its com-
putation cost. In fact, we combine in the same framework fleeahchical approach
with a Gaussian pyramid. The hierarchical image subdimisiethod ensures that the
registration process deals with small and large deformatiwhereas the use of Gaus-
sian pyramid accelerates the registration process enalndine rest of this paper is
organized as follows. The hierarchical subdivision strgtéhe Gaussian pyramid and
related works which tend to combine hierarchies of data aagbware discussed in the
next section. The proposed framework and its validatiorpaesented successively in
sections 3 and 4. Conclusions and ideas for future worksienergrized in section 5.

2 Hierarchical Registration

2.1 Hierarchical Image Subdivision

Likar and Pernus [9] have developed a hierarchical framkWmrautomated non-rigid
registration, with increasing warp complexity while inasing the number of landmarks
in each level. The images to be registered are subdividedfdntr subimages, which
are then locally and independently registered by a rigidsf@rmation. This process
is repeated until the regions are of a predetermined minisiaen(Fig. 1). Thus, after
completingl stages, the image is divided it equal-sized pieces. For each subim-
age, a rotation angle and a translation value are determitiastic thin-plate splines
technique [3] is then used to interpolate the centers oféhéstered sub-images. This
hierarchical approach ensures that the registration psodeals both with small and
large deformations. Although this approach is faster tr@anmgid algorithms based on
physical models and it seems to be among the fastest elegistmation approaches[7],
computation cost is the most challenging obstacle to widegpits incorporation into
real time clinical applications.
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Fig. 1. The classical hierarchical image-based subdivision ambr¢9] and the Gaussian pyra-
midal approach for elastic image registration.

2.2 Gaussian Pyramid

Multiresolution is usually desirable in image registratigince it saves time and also
improves the registration accuracy [11]. Gaussian pyrasnide most commonly used
multiresolution representation for image registratiod][1t requires the parallel gen-
eration of a family of images from each of the original sowand target images, where
image size (resolution) is reduced in each successive IEaeh level is formed by first
applying Gaussian smoothing (on the original images) witlreéasing scale and then
downsampling the previous level (smoothed images) (Fig.Iri.addition to avoiding
local minima traps, the Gaussian pyramid has the advantagelocing computation
time since the quantity of data is less in the lowest levéls [8

2.3 Combining Hierarchies of Data and Warp

In order to decrease computation cost of non-rigid redistnasome works tend to
combine hierarchies of data and warp complexity on the saamedwork. For example,
Hellier et al. [5] proposed a hierarchical multiresolutimd multigrid framework for
non-rigid registration of MR images of the head. At eachllefeesolution, a multigrid
minimization based on successive partitions of the initdiime is used. This method
is based on transformations of higher complexity at ingigbdivision levels with larger
subvolumes and simpler modes at later levels having snsallarolumes. Besides, Auer
et al. [2] proposed an automatic non-rigid registrationesoh for stained histological
sections. They developed a hierarchical registrationrihga, by basically using a fast
coarse rigid registration step, followed by a slower, bugifimon-rigid elastic registra-
tion. For the coarse registration, they used an image pyrsorgpeed up the algorithm.
Although those methods combine hierarchy of data and waniy, @ther the data or
the warp complexity increases at each level of the hierarchy



Fig. 2. The proposed hierarchical framework for non-rigid imaggseation.

3 Proposed Framework

The proposed method combines the hierarchical image sshmivbased approach and
Gaussian image pyramid. Contrary to the aforementionetiadst the complexity of
both data and warp increase at each level of the hierarchy ZbL

Firstly, we construct Gaussian image pyramids for the ezfee and the target im-
ages. At each level of the pyramid, the images to be registare subdivided into
subimages of predetermined minimum size, which are thealliocegistered. In the
coarsest level, as the image size is equal to the minimumaitg global rigid regis-
tration is required. In the second level, the images areisigadl into four subimages,
which are then locally and independently registered by & figansformation. This
process is repeated until the finest level in the pyramid ashied. As the algorithm
progresses to finer resolutions, both the size of the imadérenumber of landmarks
increase. In local rigid registration, we use CC (1) as alanity measure since we han-
dle monomodal registration. In addition, Powell's multidinsional scheme [6] is used
as optimization method. Note that the levels’ number is isgabby the predetermined
minimum size of the smaller used subimage.
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Finally, thin-plate splines (TPS) is used to elasticallieipolate the local transfor-
mations to obtain the final global smooth transformationleld, TPS is a common
tool for multi-dimensional interpolation problems and liaeful smoothing properties.
The use of this technique for elastic registration is pioeddy Bookstein [3]. The
method has an elegant algebra expressing the approxinwdtéophysical bending of a
thin metal plate on point constraints. The smooth funcfi¢n, ), describing the plate,




minimizes the following bending energy function:
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Suppose that we have two setsrotorresponding centefs:;, y;) and (&;, ;) of the
registered subimages, and jgtand f,, two separate thin-plate spline functions which
model the displacement of the subimages centers (landjnaekgectively in ther
andy direction((fz (s, v:), fy(xi, y:)) = (Zs,%:)). The thin-plate spline interpolation
functions which maps corresponding points can be written as

fx(x7y> =Gz + QT + Qgyy + Zme(Kza y) - (:Cia yz)|)a (3)
=1

fy(@,y) = ay + ayex + ayyy + ZUJWU(KI,y) — (i, 9i))- (4)

i=1

whereU (r) = r?1og(r?) is fundamental solution of the biharmonic equatigf?U =
0) that satisfies the condition of bending energy minimizatidre parameters,, a..,
Ay, Gy, Gye anday, represent the linear affine transformation, whilg; and w,;
represent the weights of the non-linear radial interpofatunctionU.

4 Validation

4.1 Computational Complexity

To illustrate the usefulness and the gain obtained in coatjmut cost by our approach,
we compare its computation complexity with the one of thesitzal hierarchical subdi-
vision based scheme. In fact, the cpu time of a registrationgss is mainly consumed
during the computation of the similarity measure. Therefour analysis of computa-
tional complexity will concentrate on the estimation of GX&cording to the equation
(1), the computation of the numerator in the CC formula reggil’™> multiplications
when the subimages’ sizes x T' . In addition, to simplify the complexity computa-
tion, we assume that local rigid transformations are coragasly of translations over
x andy axis, and the allowable translation in each direction maserceed the quarter
of the image size. If an exhaustive search is used to find peteamof local transfor-
mations, then the complexity of computing CC in local regitbn isTTz. Thus, given
two input N x N images! (reference) and (target) and let the number of levelslis
(the smallest subimage size is thgjij), in each levelj (1 < j < [) the number of
subimages to be rigidly registeredds ! for the proposed approach as well as for the
classical one. However, the size of each subimaggis(resp. 52) in the case of our
(resp. classical) solution. Thus, the cost of the leyés N*.2(27—4) (resp. N*.2(=27))

in our (resp. the classical) case. Consequently, the total cost of thgesigd scheme
(5) and the one of the classical hierarchical scheme (6)arsecutively defined by:
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Besides, we compared the total cpu time for the two studikedrees while specify-
ing the evolution of this time from a level of the hierarchytib@ next one (Fig. 3). This
was done fob12 x 512 MRI images with! = 4. Methods are implemented in Matlab,
and the platform used is a Windows PC with Intel P-4 1.6 GHzessor and 1G RAM
memory. While comparing the complexity cost as well as thal iwpu time of the pro-
posed solution with those of the classical subdivisionedasheme, it is clear that our
method outperforms considerably the classical approatdrins of computation cost.

k- Classical Approach
- Proposed Approach

Fig. 3. Evolution of the cpu time relatively to the hierarchy level.

4.2 Registration Accuracy

In order to validate the registration accuracy of the preplosamework, simulated
deformation are randomly introduced to breast mammogrémms (the MIAS digital
mammogram database [12]) and to MRI brain images. Since wéldamages of the
same modality, image-subtraction comparison can be usédually assess the quality
of the registration process (Fig. 4, Fig. 5). Besides, totjtatively assess the quality of
the registration, we compute the correlation coefficie@) (), the mean square error
(MSE) (7) and the peak signal to noise ratio (PSNR) (8). In T&lesp. Tab.2) we illus-
trate the CC, MSE and PSNR errors for the pre-registratitmaffine registration, the
classical hierarchical subdivision approach and the egdramework recorded with
mammogramresp. MRI brain) images. The above obtained results indicate libét
the classical hierarchical subdivision approach and tlopgsed framework perform
better than affine registration. Moreover, we can deduckttigaclassical and the pro-
posed approaches produce almost similar results in ter@€pMSE and PSNR. This
proves the effectiveness of the proposed framework, straxecelerates the registration
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process without significant loss of the registration qyahtote that affine registration
removes most of the global differences from the studied esaghereas non-rigid reg-
istration performs mainly local improvements.

M N
1 .. YoooaN2
MSE = <2 0> 116,5) = 100, 5)]* )
7 J
PSNR = 10.1 255° (8)
=N SE

Table 1.CC, MSE and PSNR registration errors for mammograms.

CC |MSE|PSNR

Pre-registration| 0.79|2729 31.70,
Affine registratior]0.951 661 |45.87
Classical approagh.953 636 |46.27|
Proposed approagh953 635 |46.28

Table 2.CC, MSE and PSNR registration errors for brain MRI.

CC |MSE|PSNR

Pre-registration| 0.64|3423 29.44
Affine registratior] 0.89(1116 40.64
Classical approagh.916 847 |43.39
Proposed approagh911 897 |42.82

5 Conclusions

Although the hierarchical image subdivision-based pracedgeems to be among the
fastest non-rigid registration methods, its computatiost ¢s a real challenge to be in-
tegrated in real-time clinical routines. To reduce the cotafjonal complexity, we have
proposed a simple and elegant method which combine in the famework the hier-
archical method with a Gaussian pyramid. Indeed, a Gaugsiaamid is first defined
for each of the reference and the target images. Then, ateadrof the pyramid, the
images to be registered are subdivided into four quartehg;hware then locally and
independently registered using a rigid transformatioretdasn CC score and Powell
optimization technique. Then, relatively to each subimagandmark is defined as its
center. Lastly, given the set of corresponding landmahlesTPS interpolator is used to
estimate the correspondence function between the tweestirdages. Experimental re-
sults show the effectiveness of our method for non-rigidstegtion of medical images.
One of the benefits of the proposed approach is its abilitytoautomatically, avoid-
ing the reliance on accurate segmentation or control-moitraction. Another benefit
is the reduction in computation complexity. Indeed, whempared to classical ap-
proach, our solution decreases considerably computatistvdthout meaningful loss
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Fig. 4. Hierarchical registration results of mdb050 mammogranmhwimulated deformations:
a) Target mammogram. b) Reference mammogram. c) Affineteegtsimage. Non-rigid regis-
tered image using: d) Classical hierarchical non-rigidstegtion, €) Proposed method. f) Pre-
registration difference image. Post-registration ddfere image using: g) Affine registration, h)
Classical hierarchical non-rigid registration, i) Propdsnethod.

Fig. 5. Hierarchical registration results of brain MRI with simide deformations: a) Target im-
age. b) Reference image. c) Affine registered image. Ndd-ragistered image using: d) Classi-
cal hierarchical non-rigid registration, e) Proposed rodth) Pre-registration difference image.
Post-registration difference image using: g) Affine regitsvn, h) Classical hierarchical non-rigid
registration, i) Proposed method.

of the registration accuracy. Actually, we are working oe Hpplication of the sug-
gested approach for bilateral mammogram registrationérctintext of breast tumors
diagnosis. Besides, since the proposed method deals wdthsity based registration,
it is of great interest to extend this approach to multimadglstration. Therefore, our
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future work will focus in the adaption of the proposed frameto mutual information
based registration. Finally, as the partitioning schemeiigs the information, notably
edges information, which lies exactly on the partition,dems interesting that each
subimage can overlaps with its adjacent subimages.
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