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Abstract: Multi-view video plus depth (MVD) data format for Multi-view Video Coding (MVC) can support 
rendering a wide range continuum of views at the decoder for advanced 3DV and FVV systems. Thus, it is 
important to study global depth to reduce the rate for depth side information and to improve depth search 
efficiency. In this paper, we propose a global depth estimation algorithm from multi-view images using 
camera parameters. First, an initial depth is obtained from the convergent point of the camera system by 
solving a set of linear equations. Then, the global depth is searched around the initial depth to minimize the 
absolute difference between the synthesized view and the practical view. Because the initial depth can 
provide appropriate depth search range and step size, the global depth can be estimated efficiently and 
quickly with less computation. Experimental results verify the algorithm performance. 

1 INTRODUCTION 

It has been recognized that multi-view video coding 
(MVC) is a key technology that serves a wide 
variety of future interactive multimedia applications, 
including FVV (free-viewpoint video systems), 
3DTV (3D television), immersive tele-conference 
and surveillance. Because of the huge amount of 
data, efficient compression is more important than 
ever in the storage and transmission of multi-view 
video. In MVC related techniques, one crucial point 
is to improve the coding efficiency by utilizing the 
inter-view correlations besides the temporal and 
spatial correlations within a single view video. 

In April 2007, Smolic et al. propose multi-view 
video plus depth (MVD) data format for advanced 
3D video systems in the JVT (Joint Video Team of 
ISO/IEC MPEG & ITU-T VCEG) proposal (Smolic 
et al. 2007). The proposal points out that MVD can 
meet the central requirement of 3DV and FVV 
applications, i.e., a format that allows rendering a 
wide range continuum of views at the decoder, and 
JVT is considering to work align with MVD format. 
Therefore, block-based or pixel level depth map 

estimation from multi-view has been an important 
issue for MVC.  

Although there have been a lot of related work 
(Okutomi, et al. 1993) (Kauff, et al. 2007) (Zitnick, 
et al. 2004) on depth estimation from images, most 
of them are only suitable for image pairs captured by 
parallel cameras or calibrated image pairs. In these 
work, horizontal disparity is first computed using 
stereo correspondence algorithms, and then the depth 
is computed according to the relationship that depth 
is inverse proportional to disparity. Readers may 
refer to the work of Scharstein (Scharstein, et al. 
2002) for a good review of stereo matching.  

However, in many multi-view video applications, 
cameras are arranged in arc or along a curved line 
with rotated angles in order to capture the same 
scene from different viewpoints, where projection 
distortion exists between views and the translational 
block based disparity estimation is not suitable. 
Thus, depth search method (Yea, et al. 2006) is 
developed to estimate the depth directly and 
efficiently for view synthesis prediction for rotated 
camera systems. 

In the disparity compensated multi-view video 
coding, the JVT proposal (Ho, et al. 2006) propose 
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global disparity compensation, where the global 
disparity between two views is calculated as the 
displacement vector minimizing the mean absolute 
difference between the one translated view and the 
other view. After global disparity compensation, the 
disparity vectors mainly distribute around zero 
value, and thus the search range for disparity can be 
reduced to improve coding efficiency.  

Similarly, in MVC using view synthesis 
prediction and MVD data format, global depth is 
studied to reduce rate for depth side information and 
to improve depth search efficiency (Vetro, 2007). In 
addition, appropriate depth search range and step 
size play important roles in the depth estimation 
(Yea, et al. 2007), and estimating global depth can 
provide useful information for determining range 
and step size. Therefore, global depth estimation also 
becomes a key problem for MVC and depth search.  

In this paper, we propose a method for global 
depth estimation from multi-view images using 
camera parameters. First, an initial depth value is 
obtained from the convergent point of the camera 
system by solving a set of linear equations. Then, the 
global depth is searched to minimize the absolute 
difference between the synthesized view and the 
practical views. 

2 INITIAL DEPTH  

Suppose the camera coordinate system of camera 
),,1( mici L=  is iiii zyxo −  and m is the number 

of cameras. The orientation and position of the 
camera coordinate system iiii zyxo −  relative to the 
world coordinate system xyzo −  is described by a 3 
by 3 rotation matrix iR  and a translation vector it . 
If a scene point is described as ],,[ zyxp =  in 

xyzo − and ],,[ iiii zyxp =  in iiii zyxo − , then they 
satisfy the following equation 

 
iii tpRp +=                           (1)  

 
And, according to perspective projection, the 
camera coordinate ip  is mapped into the image 
plane with pixel coordinate ],[ ii vu  by 
 

iiii pAPz =                              (2) 
 

where ]1,,[ iii vuP =  is the homogeneous coordinate 
of the pixel ],[ ii vu , and iA  is the intrinsic matrix of 

camera ic  which contains information about focal 
length, aspect ratio and principal point.  

In order to capture the same scene from different 
viewpoints, in many multi-view video applications 
cameras are arranged in arc or along a curved line 
with rotated angles with optical axes convergent to 
one common point. In practice, although the optical 
axes of all cameras may not converge to one point, it 
is always possible to determine one 3D point which 
is closest to all optical axes.  

The 3D convergent point is generally the center 
of the observed scene, and can be considered as the 
representative point of the scene. Therefore, the 
depth of the convergent point provides important 
information about the scene depth, and can be set as 
the initial value and used to determine appropriate 
search range and step size for the global depth 
search. In the following, the convergent point is 
computed by solving a set of linear equations.  

Suppose the convergent point is represented by 
cM  and iM in the world and camera coordinate 

system respectively. Because the point is on the 
optical axes, iM  has non-zero value only in z  
component and can be expressed as follows 
 

],0,0[ ii zM =                              (3) 
 
According to the formula (1), we have 

iiic tMRM +=                           (4) 

From (3)(4), we can get 3 m  linear equations about 

cM and the depth values mzzz ,,, 21 L  for a capture 
system with m  cameras, which can be easily solved 
by linear least square method.  

For parallel camera systems, since there is no 
convergent point, we can first compute the global 
disparity using the method in the JVT proposal (Ho, 
et al. 2006), and then get depth information 
according to the inverse proportion relation between 
depth and disparity. 

3 GLOBAL DEPTH SEARCH 

To reduce the rate for depth side information and to 
improve code efficiency, in this section the global 
depth is searched to minimize the absolute difference 
between the synthesized view and the practical view. 
And the search range and step size is determined 
according to the initial depth value. 
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Figure 1: Depth based view synthesis and prediction. 

Suppose a pixel 1P  in view 1I  has depth value 

1z  in its correspondent camera coordinate system, 
and its correspondent pixel 2P  in view 2I  has depth 
value 2z  in the correspondent camera coordinate 
system. Then, according to formula (1) (2), we have 

 

22
1

22211
1

111 tPARztPARz - +=+ −                 (5) 
 

From (5), we can further derive that 
 

2211 PzCtBPz =+                             (6) 
 
where 1

22
−= RAC , 1

11
1

22
−−= ARRAB  and 21 ttt −= . 

Because 1P and 2P  are homogeneous coordinates 
with the third component being one, we can get the 
correspondent pixel 2P  in view 2I  for pixel 1P  in 
view 1I  by eliminating depth 2z  
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where 3b  and 3c  are the third rows of B  and C  
respectively. Formula (7) shows that the 
correspondent pixel 2P  in view 2I  for pixel 1P  in 
view 1I  is the function of the image coordinate 1P  
and its depth 1z  when given with known camera 
parameters.  

For view synthesis prediction using depth 
information, the pixel 1P  in view 1I  with the given 
depth z  is projected to the correspondent pixel 2P  
in the synthesized view using the camera parameters. 
According to the common assumption that the same 
scene point has the same intensity value in different 
views, thus the image value at pixel 2P  for the 

synthesized view 2_ IdSynthesize  are set the same 
as 1P  in view 1I , i.e.,  
 

)()),((_)(_ 111222 PIPzfIdSynthesizePIdSynthesize ==   
(8) 

The synthesized view is then used to predict view 2I , 
and the prediction error between synthesized and 
practical view is encoded, as shown in Fig. 1. In 
order to improve code efficiency, it is reasonable to 
minimize the absolute difference between the 
synthesized view and the practical view. Define the 
global sum of absolute difference between the 
synthesized view and the practical views as 
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(9) 
where the absolute difference is summed over the 
whole image and the other m -1 views. Then, the 
global depth is obtained by solving the following 
problem 
 

 )(min
}z,,,{ maxstepminmin

zGSAD
zzzz L+∈

               (10) 

 
where ],[ maxmin zz  is the depth search range and stepz  
is the step size. 

It is asserted that the search range and step size 
have a substantial effect on coding gains.  Yea et al. 
(Yea, et al. 2007) present a method to determine 
appropriate range and step using matching points, 
which is only effective when the feature track 
algorithm succeeds in finding the right match points 
robustly. However, in our work, the initial depth 
value provides important reference information for 
determining the search range and step size. 
Generally, we can set a local search range centered 
at the initial depth, and set the step size as a scale of 
the initial depth. 

4 EXPERIMENTS 

Experiments is tested on the standard test data "Uli" 
for MVC, which is provided by Heinrich-Hertz-
Institute (HHI, German) and available at 
https://www.3dtv-research.org/3dav_CfP_FhG_HHI. 
"Uli" data is captured by 8 convergent cameras.  
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(a) view 6                   (b) view 7              (c) view 8 

 
(d)                                                       (e) 

Figure 2: "Uli" images and difference images: (a)~(c): images from view 6, 7 and 8 respectively; (d)~(e): the difference 
images between practical views and synthesized views  using estimated global depth, (d) for view 6 and (e) for view 8. 

For simplicity, we only use view 6, 7  and 8 in 
the experiment, as shown in Fig.2. With the given 
camera parameters, the initial depth value is obtained 
by computing the convergent point through solving 
linear equations. The computed initial depth for view 
7 is 3030.7mm, and the ground truth value of the 
bright reflection on the glasses of left eye is 
3076.2mm, which is computed from the provided 
scene point MW=[35.07, 433.93, -1189.78] in world 
coordinates. Since the depth change of the "Uli" 
scene is not large, the estimated initial depth is 
reasonable.  

After get the initial depth, we can set appropriate 
search range and step size which makes the global 
depth estimated efficiently and quickly with less 
computation. In the experiment, the search range is 
set %20± of the initial depth, and the step size is set 
1% of the initial depth. When the projected pixel in 
the synthesized view does not fall on the integer-grid 
point, it is rounded to the nearest integer pixel. If the 
projected pixel is out of image, the image value for 
the pixel is set as that of the nearest image edge 
point. And the difference between the synthesized 
view and practical view is summed over the whole 
image using all the RGB components. The final 
estimated global depth for view 7 is 3151.9mm.  

To intuitively show the estimation performance 
of the global depth, we give out the difference image 
between the practical view and the synthesized view  
based on the estimated global depth. From Fig. 2 (d) 
(e), we see that the differences in most areas are 
around zero (black areas), which show the estimated 
global depth is reasonable and right. 
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