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Rapid advances in medical imaging scanner technology have increased dramatically in the last decade the
amount of medical image data generated every day. By contrast, the software technology that would allow
the efficient exploitation of the highly informational content of medical images has evolved much slower.
Despite the research outcomes in image understanding and semantic modeling, current image databases are
still indexed by keywords assigned by humans and not by the image content. The reason for this slow progress
is the lack of scalable and generic information representations capable of overcoming the high-dimensional
nature of image data. Indeed, most of the current content-based image search applications are focused on the
indexing of certain image features that do not generalize well and use inflexible queries. We propose a system
combining medical imaging information with semantic background knowledge from formalized ontologies,
that provides a basis for building universal knowledge repositories, giving clinicians a fully cross-lingual and
cross-modal access to biomedical information of all forms.

1 INTRODUCTION

Rapid advances in imaging technology have dramat-
ically increased the amount of medical image data
generated daily by hospitals, pharmaceutical compa-
nies, and academic medical research’. Technologies
such as 4D 64-slice CT, whole-body MR, 4D Ul-
trasound, and PET/CT can provide incredible detail
and a wealth of information with respect to the hu-
man body anatomy, function and disease associations.
This increase in the volume of data has brought about
significant advances in techniques for analyzing such

IFor example, University Hospital of Erlangen, Ger-
many, has a total of about 50 TB of medical images. Cur-
rently they have approx. 150.000 medical examinations pro-
ducing 13 TB per year.

data. The precision and sophistication of different im-
age understanding techniques, such as object recogni-
tion and image segmentation, have also improved to
cope with the increasing complexity of the data.

However, these improvements in analysis have not
resulted in more flexible or generic image understand-
ing techniques. Instead, the analysis techniques are
very object specific and not generic enough to be ap-
plied across different applications. Throughout this
paper we will address this fact as “lack of scalabil-
ity”. Consequently, current image search techniques,
whether for Web sources or for medical PACS (Pic-
ture Archiving and Communications System), are still
dependent on the subjective association of keywords
to images for retrieval.

One of the important reasons behind this lack
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2 According to Gruber (Gruber, 1995), an ontology is a
specification of a (shared) conceptualization.
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Figure 1: Semiotic Triangle.

mantic Web effort in general have been mostly di-

3http://www.who.int/classifications/icd/en/
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rected at the referent side of the triangle, and much
less at the symbol side. To allow for automatic mul-
tilingual and multimedia knowledge markup a richer
representation is needed of the linguistic and image-
based symbols for the object classes that are defined
by the ontology (Buitelaar et al., 2006).

From our point of view a semantic representation
should not be encapsulated into a single module. In-
stead we think that a layered approach as shown in
Fig. 2 has a number of advantages.

Images

ontology German

Other
Media

Figure 2: Interacting Layers in Feature Extraction and Rep-
resentation.

Once there is a representation established at the
semantic level there are a number of benefits com-
pared to conventional IR systems. For a more detailed
description of the abstraction process see Sect. 4.

Cross-Modal Image Retrieval. Current systems
for medical IR depend on the modality of the stored
images. But in medical diagnosis very different imag-
ing techniques are used such as PET, CT, ultrasonog-
raphy, or time series data from 4D CT etc. Each tech-
nique produces images with characteristic appear-
ance. For tumor detection, for example, often PET
(to identify the tumor) and CT (to have a view on the
anatomy) are combined, to formulate a precise diag-
nosis with a proper localization of the tumor. The
proposed system will allow to answer queries based
on semantic similarity and not only visual similarity.

Full Modality Independence. Cross-Modality
even can be driven another step forward by inte-
grating documents of any format into one single
database. We plan to also include text documents
like medical reports and diagnoses. On the level
of semantic representation they will be treated like
the images. Accordingly, the system will be able to
answer queries not only with images but also with
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4We aim at using standard OWL reasoners like Racer,
FaCT++ or Pellet.

RECOGNITION WITH FORMAL DOMAIN KNOWLEDGE

queries associated with it. The constrained domain of
a human body enables us to have a rich coverage of
these queries and, consequently, define image seman-
tics at various levels of the hierarchy of the human
anatomy.

Fig. 3 gives an overview of the different abstrac-
tion levels in the intended system. For the proposed
system we want to take a step beyond the simple di-
chotomy between a symbolic and subsymbolic rep-
resentation of images. Instead, from our perspective
there is a spectrum ranging from regarding the images
as simple bit vectors over color histograms, shapes
and objects to a fully semantic description of what is
depicted. The most formal and generic level of repre-
sentation is in form of an ontology (formal ontologi-
cal modeling). The ontology holds information about
the general structure of things. Concrete entities are
to be represented as semantic instances according to
the schema formalized in the ontology.

To emphasize the difference to the dichotomic
view, we call the lower end of this spectrum infor-
mal and the upper end formal representation. From
our perspective the abstraction has to be modeled as a
multi-step process across several sublevels of abstrac-
tion. This makes it easier to close the gap between the
symbolic and subsymbolic levels from the classic per-
spective. Depending on the similarity measure that is
to be applied for a concrete task different levels of the
abstraction process will be accessed.

If a medical expert searches for images that are
looking similar to the one he or she recently got from
an examination, the system will use low-level features
like histograms or the bit vector representation. In
another case the expert might search for information
about a particular syndrome. In that case the system
will use features from higher abstraction levels like
the semantic description of images and texts in the
database to be able to return results from completely
different modalities.

We believe that text documents have to be under-
stood in a similar way. Per se, a text document is
just a string of characters. This is similar to regard-
ing an image as a sheer bit vector. Starting from the
string of characters, in a first step relatively simple
methods can be used to identify terms. In further
steps technologies from concept based Cross Lan-
guage Information Retrieval (CLIR)’ are applied to
map terms in the documents to concepts in the on-
tology (Volk et al., 2003; Vintar et al., 2003; Car-
bonell et al., 1997; Eichmann et al., 1998). CLIR
currently can be divided into three different methods:
approaches based on bilingual dictionary lookup or

5The research project MUCHMORE
(http://muchmore.dfki.de/) was focused on this aspect.
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Figure 3: Abstraction Model.

Machine Translation (MT); corpus based approaches
utilizing a range of IR-specific statistical measures;
and concept-driven approaches, which exploit seman-
tic information to bridge the gap between surface lin-
guistic form and meaning. The latter allows not only
to cross borders between modalities but also between
languages to make the system cross-modal and cross-
lingual.

Modern hospitals often have tens of terabytes of
concrete data from medical cases. In many cases this
data is already stored in digital format. In our abstrac-
tion model it belongs to the level of concrete represen-
tations (cf. Fig. 3). It will be stored in a conventional
database. The entities populating the database can be
images from all available medical imaging modali-
ties. Since the system is designed to be completely
independent from the modality it can be also texts de-
scribing examination results, diagnoses, medical pub-
lications, etc.

Recall that, in our framework, we take the novel
view that the semantics of a concept is defined by
the queries associated with it. These queries can ei-
ther be defined by domain experts, such as physi-
cians, radiologists, nurses, or they can be mined from
text corpora. Medical knowledge repositories, such as
clinical books, journals, efc., contain information on
image-centric questions on different body parts which
are of interest to physicians. For instance, typical im-
age queries of the heart could be about detection of
the ventricles, etc. Similar information also exists in
physician reports, laboratory notes, efc.

We will make use of methods for extracting infor-
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mation from unstructured text for automatically dis-
covering these queries. There is a significant research
on information extraction (Laender et al., 2002) from
natural language text as well as learning patterns of
free-text questions from examples (Ravichandran and
Hovy, 2002; Ling et al., 2002). We will apply these
techniques for identifying relevant questions and their
answers in natural language text. This will help us in
collecting a broad coverage of possible questions as-
sociated with concepts.

S SUPPORTED QUERY
SCENARIOS

Iterative Retrieval Process. In most present sys-
tems the retrieval is started by a query sent by the user
which is subsequently answered by a result set. We
think that the retrieval should be merely understood
as an iterative process. The user starts the process of
information retrieval by submitting a query. In many
cases this query will be either too general resulting in
an result set which is too huge. The other extreme is a
query which is too specific leading to an empty result
set. To support the user with the navigation through
the available information we aim to have a close in-
teraction between user and system. Step by step the
user can refine the search query using aid which is
given proactively from the domain knowledge of the
system.

We envision three primary ways in which users
will query the semantic imaging platform. Users can
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Figure 4: CT scan.

in this paper the IRMA project only used a taxonomy
without a formal representation of anatomical, func-
tional, or pathological relations. Therefore it lacks
any inference of implicit statements in the query as
well as using the background knowledge for a rele-
vance test during the automatic annotation of new im-
ages and to score results.

Mechouche and colleagues did research in the
area of integrating ontologies enriched by rules with
low level object recognizers for semantic annotation
of brain MRI images (Mechouche et al., 2007). While
they are only focusing on one organ and only one
modality they proof that the combination of formal
high-level knowledge and low-level feature extraction
can be beneficial.

7 CONCLUSION AND FUTURE
WORK

In this paper we proposed a close integration of sub-
symbolic pattern recognition algorithms and semantic
domain knowledge represented in formal ontologies.
The vision is to combine the techniques from both
fields to bridge the gap between a symbolic and sub-
symbolic world for a generic understanding of med-
ical images and text. We take the novel view that
within a constrained domain the semantics of a con-
cept, as described in a physics-based ontology of hu-
man anatomy, is defined by typical queries associated
with it. Thus, our framework is different from re-
search which fuses image understanding with subjec-
tive semantics.

The use of formal ontologies, and their reasoning
capabilities, forms the essence behind better informa-
tion retrieval. By abstracting from the syntactic con-
tent representation, it is possible to perform semantic
matching between queries and the content. Addition-
ally, the user is provided with an extremely flexible
interface which allows cross-modal as well as cross-
lingual queries. By matching at the level of semantic
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Figure 5: PET scan.

Figure 6: 3D model.

concepts, abstracting from syntactic representations
where necessary, and using low-level features where
necessary, our framework enables scalable querying
on images and text across different anatomical con-
cepts.

Extensive research has been done on the extrac-
tion of semantics from text documents. Therefore this
component of our system can rely on an existing state-
of-the-art. The next research task in implementing the
proposed system will be the integration of formalized
background knowledge with low-level object recog-
nition algorithms. The section Related Work shows
that this is currently an area of intensive work. All
existing approaches lack the generality which we aim
at for the proposed system. Therefore developing a
truly generic and scalable integration will be our next
step.
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