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Abstract: Extracting meaningful and valuable knowledge from databases is often done by various data mining algo-
rithms. Nowadays, databases are distributed among two or more parties because of different reasons such as
physical and geographical restrictions and the most important issue is privacy. Related data is normally main-
tained by more than one organization, each of which wants to keep its individual information private. Thus,
privacy-preserving techniques and protocols are designed to perform data mining on distributed environments
when privacy is highly concerned. Cluster analysis is a technique in data mining, by which data can be di-
vided into some meaningful clusters, and it has an important role in different fields such as bio-informatics,
marketing, machine learning, climate and medicikeneans Clustering a prominent algorithm in this cat-
egory which creates a one-level clustering of data. In this paper we introduce privacy-preserving protocols
for this algorithm, along with a protocol fdsecure comparison, known as thtllionaires’ Problem, as a
sub-protocol, to handle the clustering of horizontally or vertically partitioned data among two or more parties.

1 INTRODUCTION 3. A new protocol for the vertically partitioned case.

The rest of this paper is organized as follows: Sec-
tion 2 is dedicated to a definition &fmeans Cluster-
ing and some related work. In Sections 3, a protocol
for horizontally partitioned data among multiple par-
ties is introduced. In Section 4, a simple and efficient
protocol forSecure Comparisois presented which is
used in the protocol for the vertically partitioned case.
A protocol for the vertically case is described in Sec-
tions 5, followed by conclusions and future work in
‘Section 6.

Clustering algorithms have been widely applied in
several applications, such as bio-informatics, market-
ing and medicine. In many of these applications se-
cure data is retrieved and stored by different organi-
zations, and thus privacy cannot be compromised in
most cases. Distribution of data could be horizontal,
i.e. each party owns some tuples of data, or vertical,
i.e. each party owns some attributes of data. Privacy-
preserving protocols are needed in these situations
Thek-means Clustering algorithm is a simple and rel-
atively efficient way to cluster data using artificial at-
tributes. The standard algorithm for this technique has
to be modified such that involved parties can jointy 2 CLUSTERING AND RELATED
and securely produdeclusters and assign each data WORK

entity to the closest one. This paper makes the fol-

lowing contributions in this area of research: . . . - .
) . Privacy issues in data mining techniques have been
1. A protocol fork-means Clustering when data is \yigely studied and examined. Different protocols
horizontally partitioned among two or more par- paye been presented for standard algorithms such as

ties, maintaining the privacy of each party. decision trees, association rules, and clustering. In
2. A new technique for secure comparison. this paper, we focus on the latter. Therefore, we first
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explain the clustering problem and its standard algo- from the first party and computing their common di-
rithm for k-means. Different algorithms exist in clus- visions, is able to reduce considerably the possible
tering for use according to the underlying application number of private shares of the first party. Also,
and type of data. Each has strengths and weaknesseghese techniques are only applied on the two party
Partitional, hierarchical (nested), and fuzzy are exam- case. Vaidya and Clifton (Vaidya and Clifton, 2003)
ples of existing algorithms in clustering. This paper worked on the vertically partitioned case in the multi-
deals withk-means clustering in the partitional case. party environment. They use Yao's Secure Circuit
In this technique, at firsk artificial entities are pro-  Evaluation (Yao, 1986) protocol for secure the add-
duced as the initial means. Then, each data entity and-compare function, and the permutation algorithm
(record or row) is assigned to the closest mean. In thedeveloped by Du and Atallah (Du and Atallah, 2001)
next step, based on the entities in each cluster, cen-using homomorphic encryption. However their pro-
troids are updated. The last two steps are repeatedocol requires three non-colluding sites and is not ap-
until the means remain unchanged or the difference plicable for two parties. The use &fmeans clus-
between any new center and its corresponding pre-tering over arbitrarily partitioned data was introduced
vious value is less than a specific threshold. Algo- by Jagannathan and Wright (Jagannathan and Wright,
rithm 1 (Duda et al., 2000) shows the complete algo- 2005), but it only worked for two parties and could
rithm for k-means clustering. The distance function not be extended to multiple parties. Jagannathan et
al. (Jagannathan et al., 2006) present another algo-

Algorithm 1 k-means Clustering Algorithm. rithm for horizontally partitioned data between two
1. Determinek entities as the initianeans parties. This technique does not reveal intermediate
2. repeat information and it is I/O efficient. They use a "Divide,

3. Assign each data entity to the closestan Conquer and Combine” model and recursively create
4. Reconstruct theneanof each cluster k cluster centers for each half of the current data and
5. until meangdo not change merge them int& means.

in the k-means clustering algorithm could be a com-

mon distance metrics such as Euclidian, Manhattan3 PRIVACY-PRESERVING

or Minkowski. Here we compute distance of two m- ALGORITHM EOR
dimensional vectors andy by:

- HORIZONTALLY

> (x —yi)? PARTITIONED DATA

wherex; andy; are thei-th elements of the vectors | this section, we present a protocol femmeans
X andY respectively. Also centroidy, of a cluster  cjustering in horizontally distributed data where the

containing{Xa, - -, Xm} is privacy of each party is preserved. For a dataliase
X, T suppose each pargy (1 <i < n) owns a subseD;,
5B m 4 of D containing some entities such tatND; =0

. L . forany 1<i,j<nand | Dj =D. Now, these
There are two main approaches to maintaining pri- 1<i<n

vacy. The first uses data transformation and perturba-parties want to jointly cluster their records without
tion, while the second one applies Secure Multi-party revealing their individual information. After the
Computation (SMC) techniques. There are some pro- selecting initialk means, each party computes the
tocols presented for the former, such as (Oliveira and distance from its entities to the centroids and assigns
Zaiane, 2003; Merugu and Ghosh, 2003), but in this each entity to the closest one. This step can be
paper we consider the second approach. In (Jha et al.done separately, because each entity belongs entirely
2005), Jheet al. present a protocol to apply in hori- to one party. The next step in each iteration is
zontally partitioned data between two parties. They recomputingk means based on the new clusters. This
introduce two secure techniques for this case, onecomputation should be done jointly by all parties.
uses the Oblivious Polynomial Evaluation (OPE) pro- To find the j-th mean,p; (1 < j < k), all vectors
tocol (Naor and Pinkas, 2001), and the second usesin the j-th cluster are involved. Supposg is the
Homomorphic Encryption, but does not provide for summation of all vectors in party which belong to

a strong proof of security. In both techniques, one j-th cluster, andj is the number of these vectors.
party selects and uses a random private number. How-Therefore, the new; would be:

ever, the second party, by using two received values
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However, they cannot simply send this informa-
tion to each other or to a third party because of pri-
vacy concerns. We present a multi-party protogol
for computing eachy;.

W=

3.1 Secure Multi-party Division

There aren parties each of which has two valugs
andy;, and they want to securely compute:

n
2 X
i=1

n 1)
2V
i=1

First, by using secure multi-party addition they
separately computg’s ands’s such that:

n n n n
Xi = ri Yi = S
2= 2l
Then, one party, sagy, receives; = ;—' (2<i<n)

n
from the other parties, computg$t;, which is equal

i=1
to expression (1), and sends the result to the other
parties. The authors of this paper present a solution
for secure multi-party addition in (Samet and Miri,
2006) and a generalization of two party addition to the
multi-party case is introduced in (Xiao et al., 2005).
Here, we briefly explain these two techniques.

3.1.1 Secure Multi-party Addition

Supposen parties, each of which has a valhewant
to run a protocol and at the end, each party obtains its
own output private shang such that:

without revealingg’s andr;’s to each other. The base
algorithm is applied to two parties. Therefore, we first
present the protocol fof, +xp = ry *ra.

e P, randomly selects; # 0 and creates the vector
Xo=(3,¢)

ror
e P, creates the vectot, = (1,x2)
e P; andP; run the Secure Dot Product (SDP), and
P, obtains the result of the dot producj;
1
= ﬁ i).(]_’)(z) = ?1)(2

)

X1+ Xo
rl’rl
= Xi1+Xo=Tr1%I

Now suppose there are three partigsP,, andpPs.

P; randomly divides its valuexs, into x3; and
X32 such thatg = x31 + X32, and selects a random
valuers

P53 andPy run the previous protocol for their inputs
X31 and x; respectively. P, obtainss; such that
X31+XL=r3*$

P; andP, do the same for their inputg, andx,.

P, obtainss, such thakz, +xo =rz* s

P, andP, run the previous protocol for their inputs
s1 ands, respectively, and obtain andr, such
thats; +sp =rq *ro. Now we have:

X1+ X2+ X3 = (S1+S) %3 =Tr1xrpxrs.
Thereforer, ry, andrs as the final output shares sat-
isfy the protocol. This algorithm can be done in the
multi-party case to generate outpig from inputsxs
such that equation (2) is satisfied. Checking the loop
condition of thek-means clustering algorithm, which
is comparing previous and new means, can be per-
formed publicly because all the parties have the value
of centroids. To show the security of the protocol we
have to check the secure multi-party division. Due to
limited space, we consider two parties. Proof of the
multi-party case is the same.

Theorem 3.1 The protocolP for jointly computing
X+

mT‘r’], such that(x,_m) belongs to Pand (y, _n) belongs
to B, is secure. i e. the privacy of the input pair for
each party is preserved.

Proof 1 At the end of the protocdt, P, and B have
the following information:

ro r
I[Pl (Xa m) = (X7 m7 rlaslv g) ) sz(yv n) = (y7n7r27523 g)

rxfp _ Xty H H
such thatg:"2 = -5, As we see, both parties are in

the same situation at the end of the protocol with re-
gard to the information they obtain. Thus, itis enough
to prove the security of one party, say. IFirst of all,
there is no dependency between the values ahd

S, becausesis PB.’s output share for the secure ad-
dition of x and y, andsis B’s output share for the
secure addition of m and n. Also, the only informa-
tion that R receives from Pis the ratio of  t0 ,

&. For any given valuext= 2 from party B, there
exist several possible pairs ¢f,,s,) with the same
value of ¢ that lead to the same final result %
Therefore, Ris information-theoretically secure (and
the same situation happens for)P In addition, the
advantage of an adversary in finding thgsPprivate
shares p and $ is the same as randomly guessing all
the possible pairs dfrz,$;) such thatrg2 = %

A security analysis of SDP can be found in (Malek
and Miri, 2006).
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4 A PROTOCOL FOR SECURE 5 PRIVACY-PRESERVING
COMPARISON ALGORITHM FOR
_ N VERTICALLY PARTITIONED
In the case of vertically partitioned data, we need to DATA

securely compare the values owned by two parties

while the individual value of each party has to be kept ) . - .
private. In this section we present a new, simple and A database is vertically distributed amongarties

efficient solution for this problem. Suppose two par- When each part has the information of some at-

tiesP; andP, each of which has an input numba, tributes (columns) from all entities in the database.
for P, andx, for P,, want to compare these numbers Therefore, in contrast to the horizontal case, finding
in such a way that neither knows the other’s input. Means at each iteration of the algorithm can be done
The only information they will obtain at the end of separately because the information for each attribute
the protocol is which has the greater value. Yao (Yao, M&intained by one party and this party can compute
1982) presents the problem and a solution for it, but Méan value of the corresponding components. The
it uses a boolean circuit of the comparison operation, Problém is in the step where entities have to be as-
which needs a large number of communication rounds S'9ned 1o the closest cluster. Each party has only the
and oblivious transfers. There are also other proto- INformation of some attributes, and thus they have
cols for secure comparison presented in (Peng et al. 10 jointly and securely compute the distance of each

2004), and (loannidis and Grama, 2003). We present,entity to the current centroids. Suppose there are

a simple solution for this problem by using the Secure N PartiesPi to Pn, each of which has a set of at-
Two-party Addition protocol.P; andP, perform the tributes. We denote the set of attributes ownedPby

following steps: asA = {&,ai,, --,ai,}. For each mean vectes, R
has the value of components corresponding to these
e P; randomly selects a nonzero numlbgand sets attributes {i, , Wi, - -, lj,. }. To compute the distance
its vectorX; = (&£, %) andP, sets its vectoK, = SRR ARG o .
1=\ 0 2 2= from one entity to a centroifl;, each party can com-
(—X2,1). pute its portion first. For instancB,’s portion is:

e They run SDP andP, obtains its output, such

N2 N2 L 2
thatX1+(7X2):X17X2:|1*|2. (a*l qu) +(a*2 HJZ) + +(a|m qu)

e P> sendsthesigndptoPy. If I, =0, i.e.xy =X, We denote this value adji. Thus the distance from
P, sends a flag indicating that the inputs are equal. an entity to the centroid; is:

e P; checks the following comparisons: djr+djo+---+djn
— If Py receives the flag then =X, For another centroifly we have the same formula:

— If Sign(l1) = Sign(2) thenxy > X2
— If Sign(l1) # Sign(2) thenxz < X2
e P; sends the result of the comparisor?o We have to compute these two values to know
This protocol is very simple and efficient because which mean is closer to the entity. First, each party

of the use of secure addition and SDP which have lin- Pi computesdj —dg and denotes it asi. Then,
ear communication overhead. Also, the parties only (€Y usé Secure Sum (Clifton et al., 2002) to com-
exchange the sign of their outputs once. This protocol pute ¥ d;. If the result is negative; is closer to that

is secure because at first it uses SDP to produce pri-
vate outputs for the two parties, and in the next step,
P1, by receiving the sign oP,’s output, has no in-
formation abouf;’s input and output. AlsoP, only
receives the final result of the comparison.

dq1+dq2+"'+dqn

i=1
entity, otherwiseyy is closer. This step will be re-
peated for the selected mean with the next one until
the closest mean is found. In secure sum, if no two
partiesP, andP_, collude with each other, no indi-
vidual value will be revealed. To prevent this type
of attack, parties can do the secure sum in more than
one round with random order. The only possible is-
sue in the use of the secure sum can happen in the
case of only two parties. SuppoBe and P, verti-
cally shares a database and for an ersjty; hasd;;
anddg: andP, hasdjz anddg, for p; andpg respec-
tively. They have to compai1 + dj2 with dg; + dgp.
If (dj1 —dg1) + (dj2 —dg2) < O theneis closer toy;,
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otherwise it is closer tgg. Thus,P, andP, can run
the secure comparison protocol, presented in the sec-
tion 4. Their inputs aréj; — dq1 for Py, anddg — dj2

for P,. Therefore, they can jointly decide which mean
is closer to the entitg.

Jha, S., Kruger, L., and McDaniel, P. (2005). Privacy pre-
serving clustering. IiProc. of the 10th European Sym-
posium on Research in Computer Secuypgges 397—
417.

Malek, B. and Miri, A. (2006). Secure dot-product protocol
using trace functions2006 IEEE International Sym-
posium on Information Theory

Merugu, S. and Ghosh, J. (2003). Privacy-preserving dis-
tributed clustering using generative models.Ploc.
of the 3rd IEEE International Conference on Data
Mining, pages 211-218.

Clustering is a method to categorize information into Naor, M. and Pinkas, B. (2001). Efficient oblivious trans-

meaningful partitions to make data analysis simpler fer protocols. IrProc. of the 12th annual ACM-SIAM

and more accurate. This technique has awide range of ~ SYmPosium on Discrete algorithnpages 448-457.

applications in the real world and also as a utility for Oliveira, S. R. M. and Zaiane, O. R. (2003). Privacy pre-

data summarization and compression. In many cases, ~ Serving clustering by data transformation.Rroc. of
privacy is crucial and secure protocols are needed to t3h0641§§g Brazilian Sympogifgpfon Patahgsmges

perform clustering in order to preserve the privacy of e

shareholders. Two multi-party protocols for privacy- Peng, K., Boyd, C., Dawson, E., and Lee, B. (2004). An ef-

6 CONCLUSIONS AND FUTURE
WORK

preservingk-means clustering are presented for hor-

izontally and vertically partitioned data, along with

a protocol for secure two-party comparison. These
SMC techniques are based on secure multi-party ad-
dition and division sub-protocols. There are many

different clustering algorithms such &smeans,k-
medoid, and Agglomerative Hierarchical clustering.
Most existing work in privacy-preserving clustering

usesk-means. One possible extension of this work is

to design protocols for other algorithms, particularly
hierarchical clustering.
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