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Abstract: In this paper, an accurate Image Registration method is presented. It combines a feature-based method, which
allows to recover large motion magnitudes between images, with a Generalized Least-Squares (GLS) motion
estimation technique which is able to estimate motion parameters in an accurate manner. The feature-based
method gives an initial estimation of the motion parameters, which will be refined using the GLS motion
estimator. Our approach has been tested using challenging real images using both affine and projective motion
models.

1 INTRODUCTION

Image registration (Brown, 1992) is a key problem in
many applications in computer vision and image pro-
cessing. We refer to Image Registration as the process
of finding the correspondence between all the pixels
of two images of the same scene captured using differ-
ent time, sensors or viewpoints. In the case of having
more than two images, this problem is closely related
to the creation of panoramic images (Szeliski, 2004).

In the literature of computer vision and image
processing there can be found two main research
directions in Image Registration: feature-based and
optimization-based.

The main limitation of the feature-based meth-
ods is the high dependence about how the detection
and extraction of the features from the images are
performed. This can affect to the accuracy of the
registration in the case of using interest point detec-
tors with a low repeatability rate. However, impor-
tant advances have been reached in this area. Many
researchers have developed interest point detectors
and descriptors invariant to large rotations, changes
of scale, illumination changes and even partially in-
variant affine changes. See (Mikolajczyk et al., 2005)
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and (Mikolajczyk and Schmid, 2005) for a compara-
tive study of scale and affine invariant interest point
detectors and local descriptors, respectively. Szeliski
in (Szeliski, 2004) maintains that if the features are
well distributed over the image and the descriptors are
reasonably designed for repeatability, enough corre-
spondences to permit image registration can usually
be found. This is the case when using the feature de-
tectors and descriptors reported at (Mikolajczyk et al.,
2005; Mikolajczyk and Schmid, 2005), which allow
to register images with large deformations.

On the other hand, optimization methods, which
use directly the grey level of all pixels, are based on
estimating a vector of parameters that minimize (or
maximize) an objective function. The main advan-
tage of optimization methods is their estimation ac-
curacy because of the huge volume of data implies
that parameter estimation for image registration are
heavily over-constrained. Therefore, methods based
on optimization techniques can be very accurate since
a small number of parameters (6 for the affine mo-
tion model) are estimated using a large number of
constraints. However, they suffer from initialization
problems due to its iterative nature: the initial param-
eters must not be very far from the solution in order
to avoid falling in a local minima. A well-know tech-
nique to cope with this initialization problem is the
use of a hierarchical (coarse-to-fine) technique. How-
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In motion estimation problems, the objective func-
tion is usually based on the assumption that the gray
level of all the pixels of a region ℜ remains constant
between two consecutive images in a sequence, i.e.
the Brightness Constancy Assumption (BCA), which
is based on the principle of assuming that the changes
in gray levels between the reference image and the
test one are only due to motion.

In order to directly use the BCA instead of its lin-
earized version, i.e. the optical flow equation, a non-
linear estimator should be used. The GLS estimator
can be used in this context. In our formulation of
the motion estimation problem, the function Fi is ex-
pressed as follows (note that in this case the number
of functions f is 1):

Fi = I1(xi,yi)− I2(x′i,y
′
i), (4)

where I1(xi,yi) is the gray level of the first image in
the sequence (reference image) at the point [xi,yi], and
I2(x′i,y

′
i) is the gray level of the second image in the

sequence (test image) at transformed point [x′i,y
′
i]. In

this case, each observation Li is related to each pixel
[xi,yi], with r being the number of pixels. ℜ is the
area of interest.

Let us consider the test image (I2) as the data
model to match, and the reference image (I1) as ob-
servation data. For each pixel i, let us define the ob-
servation vector as Li = (xi,yi, I1(xi,yi)), which has
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√
∑(xi,yi)∈ℜ(I1−µ1)2 ∑(xi,yi)∈ℜ(I2−µ2)2

(6)

I1 and I2 have been introduced to simplify notation as:
I1 = I1(xi,yi), I2 = I2(x′i,y

′
i)

We have focused on showing the results when
solving challenging situations like the zoom+rotation
and viewpoint sets of pair of images, particularly on
boat, bark, graf and wall sets. The affine motion
model has been used for images from sets bark and
boat since there is not a viewpoint change. The main
difficulty of this set is the presence of large rotations
and changes of scale. The presence of moderate and
large viewpoint changes forces to use the projective
motion model instead of the affine one for images
from graf and wall sets.

Table 1 shows the average NCC calculated for the
experiments performed with the images belonging to
each set, after initial estimation and after final GLS
estimation. In general, the feature-based technique
provides a good but not excellent (in terms of ac-
curacy) initial estimation of the motion parameters,
which are accurately improved after the GLS estima-
tion.

Figure 1 and 2 shows the results of the registration
process obtained for some of the most difficult pairs
from the four studied sets. The discontinuous white
line mark the boundary of the reference image (i.e the
first image of the pair).

In general the proposed method is able to regis-
ter all the images from bark and boat sets, but suffers

2http://www.robots.ox.ac.uk/ vgg/research/affine/
index.html
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bark boat graf wall
After initial estimation 0.84 0.81 0.64 0.85
After GLS estimation 0.95 0.91 0.88 0.92

Figure 1: Registration results for images from boat. (1,4)
set.

Figure 2: Registration results for images from graf (1,3) set.

in the case of strong viewpoint transformation, like in
the case of registering the last images from wall and
graf sets. For instance, when registering images 1 and
5 from graf set. The main problem in those cases is
that, for the initial registration, there are not enough
good feature point matches, due to the SIFT limita-
tions to the presence of strong viewpoint changes.

The registration of images from graf has an addi-
tional difficulty, the car changed its position between
the image capture process (see the right-bottom cor-
ner of images). Therefore, the NCC obtained is not
as good as the obtained for the other images (see Ta-
ble 1) since those pixels are also been included in the
calculation of the NCC. However, those pixels do not
affect the accurate estimation of the motion parame-
ters.

5 CONCLUSIONS

In this paper an image registration approach has been
presented. It uses a feature-based method, which al-
lows to cope with large magnitude of changes in scale,
rotation and viewpoint, combined with an accurate
Generalized Least Squares motion estimation tech-
nique, which uses the result obtained by the feature-
based method as initialization, and refines the estima-
tion of the motion parameters.

The proposed approach has been successfully
tested using challenging real pairs of images with il-
lumination changes, different blur level, different jpg
compression, large changes of scale, large rotations
and moderate viewpoint changes, obtaining high ac-
curacy in the estimation of motion parameters. How-
ever, some problems arise in presence of very large
viewpoint changes. This is due to the use of a non-
viewpoint invariant interest point detector. As part of
our future work we would introduce an viewpoint in-
variant point detector to overcome this shortcoming.
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